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ABSTRACT

We study the Kronecker sequence {nα}n≤N on the torus Td when α is uniformly distributed on Td . We show that
the discrepancy of the number of visits of this sequence to a random box, normalized by lnd N, converges as N → ∞ to a
Cauchy distribution. The key ingredient of the proof is a Poisson limit theorem for the Cartan action on the space of d + 1
dimensional lattices.
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1. Introduction

1.1. Equidistribution of Kronecker sequences on Td . — It is well known that the orbits of
a non resonant translation on the torus Td = Rd/Zd are uniformly distributed. A quan-
titative measure of uniform distribution is given by the discrepancy function: for a set
C ⊂ Td let

D(α, x,C,N)=
N−1∑

n=0

1C(x + nα)− Nν(C)

where (α, x) ∈ Td × Td , 1C is the characteristic function of the set C and ν is the Haar
measure on the torus. (We will sometimes write νd if we want to emphasize the dimension
of the torus). Uniform distribution of the sequence x + nα on Td is equivalent to the fact
that, for regular sets C, D(α, x,C,N)/N → 0 as N → ∞. A step further is the study of
the rate of convergence to 0 of D(α, x,C,N)/N.

Already with d = 1, it is clear that if α ∈ T − Q is fixed, the discrepancy
D(α, x,C,N) displays an oscillatory behavior according to the position of N with respect
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to the denominators of the best rational approximations of α. A great deal of work in
Diophantine approximation has been done on estimating the oscillations of the discrep-
ancy function in relation with the arithmetic properties of α ∈ T, and more generally for
α ∈ Td . It is of common knowledge that in studying the discrepancies in dimension 1 the
continued fraction algorithm provides crucial help, and that the absence of an analogue
in higher dimensions makes the study of discrepancies much harder.

In particular, let

D(α,N)= sup
C∈B

D(α,0,C,N)

where the supremum is taken over all sets C in some natural class of sets B, for example
balls or boxes. The case of (straight) boxes was extensively studied, and growth properties
of the sequence D(α,N) were obtained with a special emphasis on their relations with the
Diophantine approximation properties of α. In particular, following earlier advances of
[20, 26, 30, 35, 40] and others, [2] proves that for arbitrary positive increasing function
φ(n)

(1.1)
∑

n

1
φ(n)

<∞ ⇐⇒ D(α,N)
(ln N)dφ(ln ln N)

is bounded for
almost every α ∈ Td .

In dimension d = 1, this result is the content of Khinchine theorems obtained in
the early 1920’s [26], and follows easily from well-known results from the metrical theory
of continued fractions (see for example the introduction of [2]). The higher dimensional
case is significantly more difficult and (1.1) was only obtained in the 1990s.

The bound in (1.1) focuses on the worst case scenario, that is, on how bad can the
discrepancy become along a subsequence of N, for a fixed α in a full measure set.

The restriction on α is necessary, since given any εn → 0 it is easy to see that for
α ∈ T sufficiently Liouville, the discrepancy (relative to intervals) can be as bad as Nnεn

along a suitable sequence Nn (large multiples of denominators of very good rational ap-
proximations). It is conjectured that for any α the discrepancy will be as bad as (ln N)d

along a suitable subsequence but not much is known better than the general lower bound
(ln N)d/2 that holds for every sequence on Td ([38]). Here again, due to the use of contin-
ued fractions the latter conjecture can be easily verified in dimension 1 (cf. discussion in
[2]).

In another direction, but still studying the discrepancy for a fixed α and along
subsequences of N, [9, 23] obtain a Central Limit Theorem in the one dimensional case
of circle rotations. The results of [9, 23] apply either for a set of α of zero measure (so
called badly approximable numbers) and a set of times of large density, or for all α but
for a small set of times (in both cases, the time sets depend on α).

By contrast, if one lets both α and x be random then it is possible to obtain asymp-
totic distributions of the adequately normalized discrepancy for all N.
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This is the approach adopted by Kesten in [24, 25] (see also [3]) where he studied
the distribution of the discrepancies related to circular rotations as α and x are randomly
distributed over the circle. He proved the following result.

Theorem ([24, 25]). — Let 0< a< b< 1 and define

D(α, x, [a, b],N)=
N−1∑

n=0

1[a,b](x + kα)− N(b − a).

There is a number ρ = ρ(b − a) such that if (α, x) is uniformly distributed on T2 then D(α,x,[a,b],N)
ρ ln N

converges to the standard Cauchy distribution, that is,

ν2

{
(α, x) : D(α, x, [a, b],N)

ρ ln N
≤ z

}
→ C(z)

where ν2 is the Lebesgue measure on T2 and

(1.2) C(z)= tan−1 z

π
+ 1

2
.

Moreover ρ(b − a) ≡ ρ0 is independent of b − a if b − a 
∈ Q and it has non-trivial dependence on

b − a if b − a ∈ Q.

Our goal is to extend this result to higher dimensions. As in the case of other
results related to discrepancies of Kronecker sequences, the main difficulty comes from
the absence of a continued fraction algorithm that was also the main tool in Kesten’s
proof.

Before we describe our approach, let us mention that there are two natural coun-
terparts to intervals in higher dimension: balls and boxes. In [12] we considered the case
where C is analytic and strictly convex and showed that D(α, x,C,N)/N(d−1)/2d has a
limiting distribution (which however depends on C and is not a standard stable law).

Here we address the case where C is a box and show that D(α,x,C,N)
(ln N)d converges to a

Cauchy distribution. To avoid the irregular behavior of the limiting distribution on the
size of the considered box, as is the case in Kesten’s result for example, we introduce an
additional randomness to the parameters, by letting the lengths of the box’s sides fluctu-
ate. For a reason that will be explained in the sequel we also have to apply (arbitrarily
small) random linear deformations on the boxes.

More precisely, for u = (u1, . . . , ud) with 0 < ui < 1/2 for every i, we define a box

on the d-torus by Cu = [−u1, u1] × . . . [−ud, ud]. Fix a small η > 0 let

(1.3) Gη = {U = (aij) ∈ SLd(R) : |ai,i − 1|< η,∀i and |ai,j|< η ∀j 
= i}.
We denote by UCu the image of Cu by a matrix U ∈ Gη. Next, each length ui is assumed
to be uniformly distributed in a segment [vi,wi] where vi , wi are fixed such that 0< vi <

wi < 1/2 for every i.
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Let

X = {
(α, x, u,U) ∈ Td × Td × ([v1,w1] × . . . [vd,wd])× Gη

}

and denote by λ the normalized Lebesgue measure on X. For ϑ = (α, x, u,U) ∈ X, define
the following discrepancy function

(1.4) D(ϑ,N)= #{1 ≤ m ≤ N : (x + mα) mod 1 ∈ UCu} − 2d (�iui)N.

Theorem A. — For any z ∈ R we have

(1.5) lim
N→∞

λ{ϑ ∈ X /
D(ϑ,N)
(ln N)d

≤ z} = C(ρz)

where C is defined by the Cauchy distribution function (1.2) and

(1.6) ρ = 1
ζ(d + 1)d!

(
2
π

)d ∫
. . .

∫ ∣∣∣∣∣∣

∞∑

j=1

[
�d

i=1 sin(2π jηi)
]

sin(π jηd+1) cos(2π jηd+2)

jd+1

∣∣∣∣∣∣
dη1 . . . dηd+2

where ζ(d + 1)=∑∞
n=1

1
nd+1 is the Riemann zeta function.

As it will be clear from the proof, the same statement holds if λ is replaced by any
probability measure on X with smooth density. Actually, we could replace the two pertur-
bations of the box, the fluctuation of the sides’ lengths and the application of an SLd(R)
matrix, by a single random linear perturbation, or by rU with r smoothly distributed in
a neighborhood of 1 and U ∈ Gη. We prefer to keep the perturbations split because their
roles in the proof are quite different.

As it is alluded in the title, the discrepancy is a special case of ergodic sums∑N−1
n=0 A(x + nα). We refer the reader to a recent survey [13] for more results and open

questions on this subject.
Our proof of Theorem A shows that for typical α, a quenched limit (that is, with

fixed α, and x uniformly distributed on Td ) of D(α, x,C,N) does not exist even if we
would allow the normalizing sequence to depend on α. The reason is that the main
contribution to the discrepancy comes from a small set of so called small denominators and,
at different scales, different small denominators become important. Also, the number of
the small denominators of a given size fluctuates. Therefore there is a sequence of times
when the discrepancy is dominated by a single small denominator, so, after a proper
normalization we get limiting distribution of compact support. On the other hand, we can
consider a sequence of times when there are many small denominators of approximately
equal strength, in which case the limiting distribution will be Gaussian. Since we can
obtain different limit distributions along different sequences, no limit exists as N → ∞
(we refer the reader to [14, 15] for a more detailed version of this argument). We note that
the absence of quenched limits is often observed in zero entropy systems [4–6, 12, 17, 19,
32]. To finish, we mention that the paper [13] can be consulted for an introduction to
problems and results related to limit theorems for toral translations, an active domain of
research in the recent years.
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1.2. Plan of the paper. — We now give a description of the paper’s content and of
the main ingredients in the proofs.

Section 2 contains preliminaries and reminders. In §2.1 we recall the representa-
tion of the Cauchy distribution in terms of a Poisson process. In §2.2 we present Rogers
formulas that allow to compute the average and higher moments for the number of points
of a random lattice in a given domain.

In Section 3, harmonic analysis of the discrepancy’s Fourier series allows us to
isolate the frequencies that make essential contributions to the discrepancy and to show
that they must be resonant with α. After eliminating a small measure set of vectors α,
for which the resonances are too strong we obtain that the good normalization for the
discrepancy is (ln N)d . The main outcome of Section 3 is to reduce the proof of Theorem
A to that of Theorem B establishing a Poisson limit theorem for the distribution of the
small denominators that appear in the (resonant) Fourier terms that contribute to the
discrepancy.

Namely, for each ε̄ > 0 we need to prove the Poisson limit theorem for the sequence

(
)

{
(ln N)d

∏

i

k̄i

∥∥〈k, α〉∥∥,N〈k, α〉 mod 2, {k̄1u1}, . . . , {k̄d ud}, {〈k, x〉}
}

k∈Z(ϑ,N)

where 〈·, ·〉, ‖ · ‖ and {·} denote respectively the Eucledian scalar product, the closest
distance to integers and the fractional part, and where

k̄i = ai,1k1 + · · · + ai,dkd,

Z(ϑ,N)= {
k ∈ W(ϑ,N) : k̄1 > 0 and ∃m ∈ Z such that

k1 ∧ . . .∧ kd ∧ m = 1 and
∥∥〈k, α〉∥∥= |〈k, α〉 + m|} .

and

W(ϑ,N) :=
{

k ∈ Zd :
∣∣∣∣∣

d∏

i=1

k̄i

∣∣∣∣∣<N,

∀i = 1, . . . , d, |k̄i| ≥ 1,

∣∣∣∣∣

d∏

i=1

k̄i

∣∣∣∣∣
∥∥〈k, α〉∥∥≤ 1

ε̄(ln N)d

}
.

In Section 5, we reduce the Poisson limit of the first two coordinates of (
) to a Pois-
son limit theorem (Theorem 5.4) for the number of visits to a cusp by orbits of the Cartan
action on the space of d + 1 dimensional unimodular lattices M= SLd+1(R)/SLd+1(Z).
To prove the Poisson limit for all components of (
), we need to show that the remaining
components are asymptotically independent of the first two. This requires an extra work
that is done in Proposition 5.3, where the argument is similar to the original analysis of
Kesten.
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The proof of Theorem 5.4 occupies Sections 6, 7, and 8. In Section 6, using mar-
tingale methods, we establish an abstract Poisson limit theorem that is well adapted to
variables coming from dynamical systems. Establishing Poisson limit theorems for dy-
namical systems is a subject with rich literature (see [1, 8, 10, 11, 18, 21, 22, 36] and
the references therein). The most relevant work for our purposes is the paper [11] where
a Poisson Limit Theorem is proven for partially hyperbolic systems assuming that the
images of local unstable manifolds become equidistributed at sufficiently fast rate.

In the present setting there are two new difficulties. First, the geometry of the cusp
is quite complicated (especially for large d ), in the sense that we do not know what is
the order of k̄is that contribute to the resonances in (
). However Rogers identities ([37,
41]) provide sufficiently strong control to handle this issue. Secondly, we need to consider
the action of the full diagonal subgroup of SLd+1(R) because, for a typical resonance,
k̄1, k̄2 . . . , and k̄d have very different sizes. For such higher rank actions there is no notion
of “unstable manifold” because there is no notions of “future” and “past” and going to
infinity in different Weyl chambers gives different expanding and contracting directions.
In the present setting, we are able to prove a Poisson limit theorem using the fact that the
long leaves of the Lyapunov foliations become uniformly distributed at a polynomial rate,
except, possibly, for a small measure set. The fact that the we need to prove the Poisson
Limit Theorem for higher rank subgroups constitutes the main novelty of Sections 6–8.

The relevant equidistribution results for unipotent subgroups of SLd+1(R) acting
on M are presented in Section 7. To exploit these equidistribution results in the proof of
(
), we introduce additional parameters in the form of small affine deformations of the
box. Indeed, if we work with the straight boxes we would have to establish a Poisson Limit
Theorem for lattices having a smooth distribution on a positive codimension submanifold
of M; while with the randomly slightly tilted boxes we have to establish a Poisson Limit
Theorem for lattices having a smooth density on M.

In Section 8 the conditions of the abstract theorem of Section 6 are verified for the
Cartan action on M using the equidistribution results of Section 7.

In section 9 we discuss the discrepancy for the number of visits to boxes of small
size N−γ , γ < 1/d , and we obtain a similar result to the case γ = 0 that corresponds to
our main Theorem A. The case γ = 1/d was studied in [31] where a limit distribution
was obtained without any normalization. In the case γ > 1/d , the problem is vacuous
since most orbits do not visit a ball of size N−γ before time N (by the Borel Cantelli
Lemma).

In Section 10 we discuss the continuous time case, that is, we study the discrep-
ancies corresponding to linear flows on the torus. We show that in the case of boxes
the discrepancy is bounded in probability. Namely, the indicator function of a box is a
coboundary with probability one. We actually get convergence in distribution of the dis-
crepancies without any normalization. However, the method used to prove Theorem A
gives a Cauchy limit theorem for continuous discrepancies relative to balls, and this only
in dimension d = 3. Indeed, the latter is in sharp and curious contrast with the higher
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dimension case obtained in [12] that states that for d ≥ 4 the continuous discrepancies
relative to balls converge in distribution after normalization by a factor T(d−3)/2(d−1).

Finally, some technical estimates are collected in the appendices.

2. Preliminaries

2.1. Poisson processes. — Recall that a random variable N has Poisson distribution
with parameter λ if P(N = k)= e−λ λ

k

k! . Now easy combinatorics shows the following facts
(I) If N1,N2 . . .Nm are independent random variables and each Nj has Poisson

distribution with parameter λj , then N =∑m

j=1 Nj has Poisson distribution with parameter∑m

j=1 λj .
(II) Conversely, take N points distributed according to a Poisson distribution with

parameter λ and color each point independently with one of m colors where color j

is chosen with probability pj . Let Nj be the number of points of color j. Then Nj are
independent and Nj has Poisson distribution with parameter λj = pjλ.

Now let (X,m) be a measure space. By a Poisson process on this space we mean a
random point process on X such that if X1,X2 . . .Xm are disjoint sets and Nj is the number
of points in Xj then Nj are independent Poisson random variables with parameters m(Xj)

(note that this definition is consistent due to (I)). We will write {xj} ∼ P(X,m) to indicate
that {xj} is a Poisson process with parameters (X,m). If X ⊂ Rd and m has a density f

with respect to the Lebesgue measure we say that f is the intensity of the Poisson process.
The following properties of the Poisson process are straightforward consequences

of (I) and (II) above, and their proofs can be found in the monographs [27, 39].

Lemma 2.1. — (see [27], §§2.3 and 5.2)

(a) If {�′
j} ∼ P(X,m′) and {�′′

j } ∼ P(X,m′′) are independent then

{�′
j} ∪ {�′′

j } ∼ P(X,m′ +m
′′).

(b) If {�j} ∼ P(X,m) and f : X → Y is a measurable map then {f (�j)} ∼ P(Y, f −1m).

(c) Let X = Y× Z, m = ν × λ where λ is a probability measure on Z. Then {(�j,�j)} ∼
P(X,m) iff {�j} ∼ P(Y, ν) and �j are random variables independent from {�j} and from each

other and distributed according to λ.

(d) If in (c) Y = Z = R then �̃= {�j�j} is a Poisson process. If {�j} has measure f (θ)dθ

then �̃ has measure f̃ (θ)dθ with

f̃ (θ)= E�

(
f

(
θ

�

)
1

|�|
)
.

Next, recall [16, Chapter XVII] that the Cauchy distribution is the unique (up
to scaling) symmetric distribution such that if Z, Z′ and Z′′ are independent random
variables with that distribution then Z′ + Z′′ has the same distribution as 2Z. This gives
the following representation of the Cauchy distribution.
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Lemma 2.2. — (a) If {�j} is a Poisson process on R with measure cθ−2dθ then

lim
δ→0

1
ρ

∑

δ<|�j |
�j

has a standard Cauchy distribution, with ρ = cπ .

(b) If {�j} is a Poisson process on R with constant intensity c and if �j are iid random variables

having a symmetric distribution with compact support then

lim
ε̄→0

1
ρ

∑

|�j |<ε̄−1

�j

�j

has a standard Cauchy distribution with ρ = cE(|�|)π .

We provide a sketch of the proof to illustrate the idea of the argument. For more
detailed presentation we refer the readers to [39, Theorem 1.4.2], or [15, Appendix B].
m Sketch of proof. To see part (a), let {U′

j}, {U′′
j } and {Uj} be independent Poisson processes

with measure c. We want to show that
∑ 1

U′
j

+∑ 1
U′′

j

have the same distribution as
∑ 2

Uj
.

But
∑ 1

U′
j

+
∑ 1

U′′
j

=
∑

y∈{U′
j }∪{U′′

j }

1
y

and we finish by observing, in light of Lemma 2.1 (a) and (b), that both {U′
j} ∪ {U′′

j } and

{Uj

2 } are Poisson processes with intensity 2c.
The proof of part (b) follows the same idea as the proof of part (a), but now we use

parts (b), (c) and (d) of Lemma 2.1.

2.2. Siegel and Rogers identities. — For d ∈ N, d ≥ 2, denote the space of unimodu-
lar (d + 1)-dimensional lattices by Md+1 = SLd+1(R)/SLd+1(Z) and let μ be the Haar
measure on Md+1. Denote

(2.1) c1 = ζ(d + 1)−1, c2 = ζ(d + 1)−2, where ζ(d + 1)=
∞∑

n=1

n−(d+1)

is the Riemann zeta function.
The following identities (see [37, 41] as well as [31, 42]) play an important role in

our argument. Let f , f1, f2 be piecewise smooth functions with compact support on Rd+1.
For a lattice L ⊂ Md+1, we say that a vector in L is prime if it is not an integer multiple
of another vector in L. Let

F(L)=
∑

v∈L, prime

f (v), F̄(L)=
∑

v1 
=±v2∈L, prime

f1(v1)f2(v2).
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F is called Siegel transform of f so we will sometimes denote F by S(f ).

Lemma 2.3. — We have

(a)

∫

M
F(L)dμ(L)= c1

∫

Rd+1
f (x)dx,

(b)

∫

M
F̄(L)dμ(L)= c2

∫

Rd+1
f1(x)dx

∫

Rd+1
f2(x)dx.

(c) Consequently
∫

M
F2(L)dμ(L)= c1

∫

Rd+1
f 2(x)dx

+ c1

∫

Rd+1
f (x)f (−x)dx + c2

(∫

Rd+1
f (x)dx

)2

.

3. Negligible contribution of non-resonant terms

As we already mentioned, the proof of the main Theorem A is obtained by apply-
ing the results of §2.1 to a sum of resonant terms in the Fourier series of D(ϑ,N)/(ln N)d .
But first we need to isolate the resonant terms that contribute to the limiting distribu-
tion. This will be done in the current section, the outcome of which is summarized in the
Proposition 3.1 below. The proof of Proposition 3.1 is independent from the rest of the
paper and can be skipped in a first reading.

3.1. Recall from §1.1 the definition

X = {
(α, x, u,U) ∈ Td × Td × ([v1,w1] × . . . [vd,wd])× Gη

}

where Gη is given by (1.3). For ϑ ∈ X and k ∈ Zd , we use the notation

(3.1) k̄i = ai,1k1 + · · · + ai,dkd

Writing the Fourier series of the characteristic function of a box we get for the
discrepancy D(ϑ,N) defined in (1.4)

D(ϑ,N)=
∑

k∈Zd−{0}
Uk(ϑ,N)

where

Uk(ϑ,N)= a
∏

i

(
sin

(
2π k̄iui

)

k̄i

)
sin(πN〈k, α〉)
sin(π〈k, α〉) cos(2π〈k, x〉 + ϕk,α,N)
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and ϕk,α,N = π(N−1)〈k,α〉
2 , a = 1

π d , 〈k, x〉 =∑d

i=1 kixi .
Fix a small number ε̄ > 0. For y ∈ R we use the notation ‖y‖ for the closest distance

of y to the integers. In all this section, we will use the notation u = O(v), or equivalently
u � v, when |u| ≤ C|v| for some constant C that does not depend on ε̄ or N.

Define W(ϑ,N)= W(α, (ai,j),N) by

W(ϑ,N) :=
{

k ∈ Zd :
∣∣∣∣∣

d∏

i=1

k̄i

∣∣∣∣∣<N,(3.2)

∀i = 1, . . . , d, |k̄i| ≥ 1,

∣∣∣∣∣

d∏

i=1

k̄i

∣∣∣∣∣
∥∥〈k, α〉∥∥≤ 1

ε̄(ln N)d

}
.

Next, we let

Z(ϑ,N)= {
k ∈ W(ϑ,N) : k̄1 > 0 and ∃m ∈ Z such that

k1 ∧ . . .∧ kd ∧ m = 1 and
∥∥〈k, α〉∥∥= |〈k, α〉 + m|} .(3.3)

Then define

(3.4) D̄(ϑ,N)=
∑

k∈Z

�k(ϑ,N)
�k(ϑ,N)

where

(3.5) �k(ϑ,N)=
(

d∏

i=1

k̄i

)
∥∥〈k, α〉∥∥(ln N)d,

(3.6) �k(ϑ,N)= 2a
π
φ
(
k̄1u1, . . . , k̄dud,N〈k, α〉, 〈k, x〉 + ϕk,α,N

)
,

and

φ(η1, . . . , ηd, ηd+1, ηd+2)(3.7)

=
∞∑

j=1

[
�d

i=1 sin(2π jηi)
]

sin(π jηd+1) cos(2π jηd+2)

jd+1
.

The purpose of this section is show that
∣∣∣ D
(ln N)d − D̄

∣∣∣ is small in probability.

Proposition 3.1. — For any υ > 0, if we take ε̄ > 0 sufficiently small and then N sufficiently

large we have

(3.8) λ

({
ϑ ∈ X :

∣∣∣∣
D(ϑ,N)
(ln N)d

− D̄(ϑ,N)

∣∣∣∣≥ υ
})

≤ υ.
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Remark 3.2. — Differences with the discrepancies relative to convex sets. Proposition 3.1
identifies the normalization term (ln N)d and the resonant terms in the Fourier series of
the discrepancy function that contribute to its limiting distribution after normalization.
These terms involve multiplicative small denominators of the form

(∏
i k̄i

)∥∥〈k, α〉∥∥ with∣∣∏
i k̄i

∣∣ ≤ N. The fact that frequency vectors k coming from many different scales in the
set

∣∣∏
i k̄i

∣∣≤ N yield small denominators
(∏

i k̄i

)∥∥〈k, α〉∥∥ of comparable strength, as well
as the asymptotic independence of the small denominators from different scales, are key
in proving that the limiting distribution of the normalized discrepancy turns out to be a
classical stable law (see Section 4 below). A similar analysis lies behind Kesten’s proof in
the case d = 1.

In contrast, the resonant terms in the Fourier series of the discrepancy function
relative to a convex set involve small denominators of the form |k| d+1

2
∥∥〈k, α〉∥∥. The lat-

ter form of the small denominators limits the contributing terms to frequencies k of the
same scale. Namely it is shown in [12] that the main contribution to the discrepancy
comes from frequencies |k| that are of the order of N

1
d , which leads to the normalization

factor N
d−1
2d . Using Dani correspondence and mixing of expanding translates of horosh-

perical subgroups, it was shown in [12] that the limiting distribution of the normalized
discrepancy function is given by a Siegel transform of a certain function on the space of
marked lattices where the marked lattice is chosen at random. This is a special case of the
distribution obtained by taking a certain function on an appropriate moduli space and
evaluating them at a random point. Such distributions are not well studied in probabilis-
tic literature, even though recently it has been shown that they appear in many problems
related to distribution of ergodic averages of renormalizable systems ([5, 19, 32]). The
first steps towards creating the general theory of these distributions are made in [7, 34]
but more work is needed in this direction.

We will need several lemmas to prove Proposition 3.1. The lemmas will involve
L2 estimates with respect to the variables (α, x) ∈ T2d as well as an exclusion of a small
measure of frequencies α where the discrepancy may go completely out of control due to
the very small denominators �i k̄i

∥∥〈k, α〉∥∥.

3.2. Let

D1(ϑ,N)=
∑

|ki |≤N, k 
=(0,...,0)
Uk(ϑ,N).

Lemma 3.3. — We have

(3.9) ‖D − D1‖2
2 =O(1).

The L2 norm in (3.9) and below in Section 3 is taken with respect to the variables
(α, x) ∈ T2d .
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Proof. — Assume ϑ ∈ X given. Then for any q ≥ N and any q1, . . . , qd−1 ∈ N let
Ŷ(q, q1, . . . qd−1) be the set of vectors k ∈ Zd such that for some permutation of the indices
1, . . . , d we have |k̄id | ∈ [q, q + 1] and |k̄ij | ∈ [qj, qj + 1] for every j ∈ [1, d − 1]. Note that
the cardinality of Ŷ(q, q1, . . . qd−1) is uniformly bounded.

Since for any ω ∈ T and any m 
= 0,
∣∣∣∣
sin (2πmω)

m

∣∣∣∣<min
(

2π |ω|, 1
|m|

)
=O

(
1

|m| + 1

)
,

the contributions of high frequencies can be bounded as follows.

‖D − D1‖2
2

�
∑

q≥N,q1,...,qd−1≥0

1
q2(q1 + 1)2 . . . (qd−1 + 1)2

×
∑

k∈Ŷ(q,q1,...qd−1)

∫

Td

(
sin(πN〈k, α〉
sin(π〈k, α〉)

)2

dα

�
∑

q≥N,q1,...,qd−1≥0

1
q2(q1 + 1)2 . . . (qd−1 + 1)2

N � 1. �

3.3. Define S(ϑ,N)= S(U,N) := {k ∈ Zd : |ki| ≤ N, |k̄i| ≥ 1}. Then let

D2(ϑ,N)=
∑

k∈S(ϑ,N)

Uk(ϑ,N).

We want to replace D1 by D2. For a fixed matrix U, we want to bound the contributions
of frequencies k such that |k̄id | < 1 for at least one index id ∈ [1, d]. Observe first that
since U is close to Identity then |k̄i| ≤ 2N for every i. Moreover, there exists C(d) such
that for every (q1, . . . , qd−1) ∈ [0,2N]d−1 there is at most C(d) vectors k ∈ [−N,N]d such
that |k̄id | ≤ 1 and |k̄ij | ∈ [qj, qj + 1] for every j ∈ [1, d − 1], where ij is some permutation
of the indices 1, . . . , d . We call Ŷ(q1, . . . , qd−1) the latter set of k. We then exclude the
translation vectors α for which there exists (q1, . . . , qd−1) ∈ [0,2N]d−1 with at least one k ∈
Ŷ(q1, . . . , qd−1) satisfying

∣∣∣
∏d−1

i=1 (qi + 1)
∣∣∣
∥∥〈k, α〉∥∥≤ ε̄/(ln N)d−1. The excluded set EN(U)

has Lebesgue measure of order ε̄.

Lemma 3.4. — ‖D2 − D1‖2
L2((Td−EN)×Td )

� (ln N)2(d−1)

ε̄
.

Proof. — Let

Bp

(
(q1, . . . , qd−1),U

)= {α ∈ Td : ∃k ∈ Ŷ(q1, . . . , qd−1)(U),
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pε̄/(ln N)d−1 ≤
(

d−1∏

i=1

(qi + 1)

)
∥∥〈k, α〉∥∥≤ (p + 1)ε̄/(ln N)d−1}.

Then Leb
(
Bp

(
(q1, . . . , qd−1),U

))� ε̄

(q1+1)...(qd−1+1)(ln N)d−1 . Hence

‖D2 − D1‖2
L2((Td−EN)×Td )

�
∑

q1,...,qd−1∈[0,2N]d−1

∑

p≥1

ε̄

(q1 + 1) . . . (qd−1 + 1)(ln N)d−1

(ln N)2(d−1)

ε̄2p2

� (ln N)2(d−1)

ε̄
. �

3.4. For k ∈ Zd , denote K(ϑ, k)=�d
i=1k̄i . Let

S̄(ϑ,N) := {k ∈ Zd : |K(k)| ≤ N, |k̄i| ≥ 1} and D3(ϑ,N)=
∑

k∈S̄

Uk(ϑ,N).

Lemma 3.5.

(3.10) ‖D3 − D2‖2
2 =O

(
(ln N)d−1) .

Proof.

‖D3 − D2‖2
2 ≤

∑

k∈S,|K(k)|≥N

1
K(k)2

∫

Td

(
sin(πN〈k, α〉)
sin(π〈k, α〉)

)2

dα

≤
∑

k∈S,|K(k)|≥N

N
K(k)2

.

For s ∈ N, let As = {k ∈ S : |K(k)| ∈ [esN, es+1N]} and observe that Card(As)�
esN(ln N + s)d−1. Thus

‖D3 − D2‖2
2 �

∞∑

s=0

esN(ln N + s)d−1 N
(esN)2

� ln Nd−1. �

3.5. Recall the definition (3.2) of W(ϑ,N)= W(U, α,N)

W(ϑ,N)=
{

k ∈ S̄((ai,j),N) : |�d
i=1k̄i|

∥∥〈k, α〉∥∥≤ 1
ε̄(ln N)d

}

and let

D4(ϑ,N)=
∑

k∈W(ϑ,N)

Uk(ϑ,N).
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Lemma 3.6. — ‖D4 − D3‖L2((Td−EN)×Td ) �
√
ε̄ (ln N)d .

Proof. — Since k ∈ S̄ and U is close to Identity, we have that 1 ≤ |k̄i| ≤ 2N for
every i. Now, for every q1, . . . , qd ∈ [1,2N]d there are at most C(d) vectors k ∈ [−N,N]d

such that |k̄i| ∈ [qi, qi + 1]. We denote the latter set of vectors Y(q1, . . . , qd). We have that

‖D4 − D3‖2
L2((Td−EN)×Td )

�
∑

(q1,...,qd )∈[1,2N]d

AY(q1,...,qd )

where

AY(q1,...,qd ) =
∑

k∈Y(q1,...,qd )

∫

Td

1

((�d
i=1qi)

∥∥〈k, α〉∥∥)2 1(
(�d

i=1qi)

∥∥〈k,α〉
∥∥)≥1/ε̄(ln N)d

dα.

Consider for each k ∈ Y(q1, . . . , qd) and p ∈ N the sets

Bk,p =
{
α ∈ Td : p

ε̄(ln N)d
≤
(

d∏

i=1

qi

)
∥∥〈k, α〉∥∥< p + 1

ε̄(ln N)d

}
.

We have that

LebTd (Bk,p)≤ 1
ε̄(�d

i=1qi)(ln N)d
.

Thus

AY(q1,...,qd ) ≤ C
1

ε̄(�d
i=1qi)(ln N)d

∞∑

p=1

ε̄2(ln N)2d

p2
≤ Cε̄

(ln N)d

�d
i=1qi

and the claim follows as we sum over (q1, . . . , qd) ∈ [1,2N]d . �

3.6. Since the terms in D4 satisfy
∥∥〈k, α〉∥∥ ≤ 1

ε̄(ln N)d , we can replace Uk defined
in §3.1 by

Vk(ϑ,N)= a
∏

i

(
sin

(
2π k̄iui

)

k̄i

)
sin(πN〈k, α〉)
π
∥∥〈k, α〉∥∥ cos(2π〈k, x〉 + ϕk,N,α))

and introduce

D5(ϑ,N)= 2
∑

k∈W(ϑ,N),k1>0

Vk.
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Note that for small θ we have | sin θ − θ | ≤ |θ |3, so
∣∣∣∣

1
sin θ

− 1
θ

∣∣∣∣≤
∣∣∣∣
θ 3

θ sin θ

∣∣∣∣≤ 2θ.

Hence for k ∈ W(ϑ,N),

|Uk − Vk| ≤ C

∥∥〈k, α〉∥∥
|�d

i=1k̄i|
≤ C

ε̄(ln N)d
(∣∣�d

i=1k̄i

∣∣)2 .

Summing over k ∈ W(ϑ,N) we have thus obtained

Lemma 3.7.

(3.11) |D5(ϑ,N)− D4(ϑ,N)| ≤ C
ε̄(ln N)d

.

3.7. Proof of Proposition 3.1. — Putting together Lemmas 3.3–3.7, we see that
(D5(ϑ,N) − D(ϑ,N))/(ln N)d satisfies (3.8) if ε̄ > 0 is sufficiently small and then N is
sufficiently large.

Recall the definition of D̄(ϑ,N) given in (3.4). The difference between
(ln N)dD̄(ϑ,N) and D5 is that for k ∈ Z(ϑ,N), we comprise in (ln N)dD̄(ϑ,N) all its
multiples whereas in D5 we take only multiples such that pk ∈ W. Since we have already
shown in Lemmas 3.3–3.7 that the frequencies which are not in W(ϑ,N) make a negli-
gible contribution after normalization by (ln N)d as ε̄→ 0 and N → ∞ it follows that for
each υ

λ

({
ϑ ∈ X :

∣∣∣∣
D5(ϑ,N)
(ln N)d

− D̄(ϑ,N)

∣∣∣∣≥
υ

2

})
≤ υ

2

provided that ε̄ is sufficiently small and N is sufficiently large. This finishes the proof of
Proposition 3.1. �

4. Poisson distribution of small divisors

In this section we reduce the Cauchy limit of the discrepancies to a Poisson limit
theorem (Theorem B) for the small divisors

(∏
i k̄i

)∥∥〈k, α〉∥∥.

4.1. The following is the bulk of our proof of Theorem A.

Theorem B. — Assume that the distribution of ϑ ∈ X is absolutely continuous with respect to

the Lebesgue measure. For any ε̄ > 0, as N → ∞, the process
{
(ln N)d

(
∏

i

k̄i

)
∥∥〈k, α〉∥∥,N〈k, α〉 mod 2, {k̄1u1}, . . . , {k̄d ud}, {〈k, x〉}

}

k∈Z(ϑ,N)
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where Z(ϑ,N) is defined by (3.3), converges to a Poisson process on

[
−1
ε̄
,

1
ε̄

]
× (R/(2Z))× Td+1

with intensity

(4.1) c = 2d−1c1/d!, c1 = 1/ζ(d + 1).

Remark 4.1. — It is sufficient to prove Theorem B when ϑ is distributed according
to a smooth bounded density with respect to the normalized Lebesgue measure λ on X.

Indeed, let us suppose that Theorem B is known for smooth measures and assume
now that ϑ is distributed according to an integrable density p(ϑ). Let K1,K2, . . .Kr be
any partition of the target space

[
−1
ε
,

1
ε

]
× R/(2Z)× Td+1.

Let N1(ϑ,N), . . .Nr(ϑ,N) be the number of points of our process inside K1, . . .Kr re-
spectively. We need to know that as N → ∞, Nj(L,N) are asymptotically independent
Poisson random variables with means cK̂j where K̂j is the volume of Kj . Equivalently we
need to show that for each r tuple s1, . . . sr

lim
N→∞

∫
exp

⎛

⎝i

r∑

j=1

sjNj(ϑ,N)

⎞

⎠p(ϑ)dλ(ϑ)=ψ(s1, . . . sr)

where ψ is characteristic function of multivariate Poisson, namely

ψ(s1, . . . sr)= exp

⎛

⎝c
r∑

j=1

K̂j

[
eisj − 1

]
⎞

⎠

(the precise form of ψ is not important for the argument below). Fix υ > 0. Take a
smooth density p̄ on X such that

(4.2) ||p− p̄||L1(λ) ≤ υ

2
.

Since we assume that Theorem B holds for smooth densities, for large N we have

(4.3)

∣∣∣∣∣∣

∫
exp

⎛

⎝i

r∑

j=1

sjNj(ϑ,N)

⎞

⎠ p̄(ϑ)dλ(ϑ)−ψ(s1, . . . sr)

∣∣∣∣∣∣
<
υ

2
.
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Combining (4.2) with (4.3) we obtain
∣∣∣∣∣∣

∫
exp

⎛

⎝i

r∑

j=1

sjNj(ϑ,N)

⎞

⎠p(ϑ)dμ(ϑ)−ψ(s1, . . . sr)

∣∣∣∣∣∣
< υ.

Since υ as well as the partition K1, . . .Kr are arbitrary we obtain that Theorem 5.4 holds
for absolutely continuous initial distributions.

Therefore we assume henceforth that the initial distribution of ϑ has smooth den-
sity on X.

Remark 4.2. — Observe that it does not change anything in the result nor in the
proof to take in the last coordinate of the process {〈k, x〉 + ϕk,α,N} instead of {〈k, x〉} since
the phase ϕk,α,N = π(N − 1)〈k, α〉/2 is independent of the variable x. It is with the phase
ϕk,α,N that Theorem B is used to prove Theorem A.

Here and below when we consider the Poisson process on a real line times a torus
the intensity is always computed with respect to the Lebesgue measure on the line times
the Haar measure on the torus. This normalization is convenient since in Lemma 2.1(c)
we need to have a probability measure on the second factor.

Sections 5–8 are dedicated to the proof of Theorem B.
Note that by standard properties of weak convergence the result remains valid in

the limit ε̄ = 0. That is, we get the following result which is of independent interest.

Corollary 4.3. — Let (U, α) have absolutely continuous distribution on SLd(R)× Td . Let

Ẑ(ϑ,N) :=
{

k ∈ Zd :
∣∣∣∣∣

d∏

i=1

k̄i

∣∣∣∣∣<N, ∀i = 1, . . . , d, |k̄i| ≥ 1,(4.4)

k̄1 > 0 and ∃m ∈ Z s. t. k1 ∧ . . .∧ kd ∧ m = 1

and
∥∥〈k, α〉∥∥= |〈k, α〉 + m|

}
.

Then as N → ∞ the point process
{
(ln N)d

(
∏

i

k̄i

)
∥∥〈k, α〉∥∥

}

k∈Ẑ(ϑ,N)

converges to a Poisson process on R with intensity 2d−1c1/d!.
Note that

Z(ϑ,N)=
{

k ∈ Ẑ(ϑ,N) :
∣∣∣∣(ln N)d

(
∏

i

k̄i

)
∥∥〈k, α〉∥∥

∣∣∣∣≤
1
ε̄

}

(compare (4.4) with (3.3), (3.2)).
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Proof. — By definition of the weak convergence it is sufficient to prove that for each
ε̄ the point process restricted by the condition

∣∣∣∣∣(ln N)d
(
∏

i

k̄i

)
∥∥〈k, α〉∥∥

∣∣∣∣∣≤
1
ε̄

converges to the Poisson process on
[− 1

ε̄
, 1
ε̄

] × (R/(2Z)) × Td . Thus the corollary fol-
lows from Theorem B and the invariance of Poisson processes under projection (Lemma
2.1(b)). �

4.2. Proof that Theorem B implies Theorem A. — Fix z ∈ R and η > 0. We want to
show that for N sufficiently large we have

(4.5)

∣∣∣∣λ{ϑ ∈ X : D(ϑ,N)
(ln N)d

≤ z} − C(ρz)

∣∣∣∣< η.

We first use the approximation of D(ϑ,N)
(ln N)d by D̄(ϑ,N) given by Proposition 3.1. Observe

that unlike D(ϑ,N), the definition of D̄(ϑ,N) depends implicitly on some ε̄ > 0. Having
fixed z ∈ R, we know from Proposition 3.1, that if we fix ε̄ > 0 sufficiently small, and
then consider N sufficiently large the following holds

λ
{
ϑ ∈ X : D̄(ϑ,N)≤ z − η

4

}
− η

2

< λ

{
ϑ ∈ X : D(ϑ,N)

(ln N)d
≤ z

}
<

λ
{
ϑ ∈ X : D̄(ϑ,N)≤ z + η

4

}
+ η

2
.

Hence it suffices to prove that for ε̄ sufficiently small and N sufficiently large we have

(4.6)
∣∣λ{ϑ ∈ X : D̄(ϑ,N)≤ z} − C(ρz)

∣∣<
η

2
.

We now want to use the representation of the Cauchy distribution in terms of
a Poisson process recalled in §2.1, and the Poisson limit of Theorem B. Recall that
D̄(ϑ,N)=∑

k∈Z�k(ϑ,N)/�k(ϑ,N) where �k(ϑ,N) and �k(ϑ,N) are given by (3.5) and
(3.6) respectively.

First of all, Theorem B asserts that the point process {�k(ϑ,N)}k∈Z(ϑ,N), that con-
verges to a Poisson process on [− 1

ε̄
, 1
ε̄
] with constant intensity c = 2d−1c1/d!. Secondly,

Theorem B, with Remark 4.2, and Lemma 2.1 (c) tell us that {�k(ϑ,N)}k∈Z(ϑ,N) behave
asymptotically, as N → ∞, like iid symmetric variables with compact support, that are
independent of {�k(ϑ,N)}k∈Z(ϑ,N).
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Hence, the limiting distribution, as N → ∞, of
∑

k∈Z�k(ϑ,N)/�k(ϑ,N) is ap-
proached by that of

∑
�k/�k where {�k} is a Poisson process on [− 1

ε̄
, 1
ε̄
] with constant

intensity c and {�k} consisting of symmetric variables with compact support, that are
independent of {�k}.

Hence, if ε̄ was chosen sufficiently small, then N sufficiently large, it follows from
Lemma 2.2 (b) that (4.6) holds with ρ = π cE(|�k|), where the expectation is taken with
respect to the distribution of the iid variables {�k}.

We finish by explicitly computing this limit expectation. Using the definition of �k

in (3.6) we get

(4.7) E(|�k|)= 2
π d+1

∫
. . .

∫
|φ(η1, . . . ηd+1)| dη1 . . . dηd+2

where φ is given by (3.7).
The formula (1.6) for ρ follows from (2.1), (4.1), and (4.7). Theorem A is thus

proved. �

5. Reduction to dynamics on the space of lattices

5.1. Notation. — The goal of this section is to reduce the proof of Theorem B to
Theorem 5.4 which is a Poisson limit theorem for the diagonal action on the space of
lattices. For this we rely on Dani’s correspondance principle relating Diophantine ap-
proximation problems to visits to a cusp by orbits of the Cartan action on the space of
d + 1 dimensional unimodular lattices Md+1 = SLd+1(R)/SLd+1(Z). For more details on
the specific approach adopted here we refer the reader to the surveys [33] and [13] and
references therein.

For simplicity we drop the subindex and refer to Md+1 as M. We recall that μ
denotes the Haar measure on M.

In all the sequel we associate to N the integer M = [ln N].
Define

�M =
{

t ∈ Nd :
d∑

j=1

tj ≤ M−d

}
.(5.1)

Given ε̄ > 0 let

I = (1, e], J = [−e,−1)∪ (1, e], K =
[
−1
ε̄
,

1
ε̄

]
.

For ϑ = (α, x,U) ∈ X, we define

(5.2) �(ϑ)=
(

U 0
α 1

)
.
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We recall that in all the sequel, it is assumed that the distribution of ϑ ∈ X has
smooth density with respect to the Lebesgue measure.

Consider the Cartan subgroup

(5.3) gt = diag
(

e−t1, . . . e−td , e
∑d

j=1 tj

)
, t ∈ Rd .

5.2. Reduction to a Poisson limit theorem for the Cartan action. — Let L be a unimodular
lattice in Rd+1. We decompose elements of L as

v = (x(v), z(v)) where x ∈ Rd, z ∈ R.

Let �(v)=
(∏d

j=1 xj

)
z. Define

(5.4) D = {(x, z) : x1 ∈ I, xj ∈ J for j = 2, . . . , d and Md�((x, z)) ∈ K}.
Let � :M→ R be the Siegel transform of 1D, as defined in §2.2, that is

(5.5) �(L)=
∑

v∈L prime

1D(v)

The bulk of the derivation of the distribution of the small divisors of Theorem B
from a Poisson limit theorem for the diagonal action on the space of lattices is encapsu-
lated in the following simple observation. Recall the definition of Z(ϑ,N) from (3.3).

Claim. — For ϑ as in (5.7), the following are equivalent for t ∈�M:

(i) �(gt�(ϑ))= 1
(ii) There exists a unique (k,m) ∈ Z(ϑ,N) such that etj <

∣∣k̄j

∣∣≤ etj+1 for j = 1, . . . , d.

Proof. — From the definition of � we have that

�(gt�(ϑ))= #{(k,m) ∈ Zd × Z, k1 ∧ . . .∧ kd∧
m = 1 : gt�(ϑ)(k,m) ∈D}.

Recall the notation (3.1): k̄i = ai,1k1 + · · · + ai,dkd . Then observe that the definition (5.2)
of �(ϑ) implies that

gt�(ϑ)(k,m)=
(

e−t1 k̄1, . . . , e
−td k̄d, e

∑d
j=1 tj (〈k, α〉 + m)

)
.

Hence, from the definitions of D in (5.4), of �M in (5.1) and the definition of Z(ϑ,N) in
(3.3), we conclude that

�(gt�(ϑ))= #{(k,m) ∈ Z(ϑ,N) : etj <
∣∣k̄j

∣∣≤ etj+1, j = 1, . . . , d}.
We have thus proved the equivalence between (i) and (ii) of the claim. �
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Define also an R × (R/2Z) valued function on M× R

(5.6) �(L, b)= (�1(L),�2(L, b))=
∑

v∈L prime

1D(v)(Md�(v), bz(v) mod 2).

Given ε̄ and N, suppose that ϑ ∈ X is such

(5.7) ∀t ∈�M, �(gt�(ϑ))≤ 1

Note that if (i) or (ii) of the Claim holds then
(
(ln N)d

(
∏

i

k̄i

)
∥∥〈k, α〉∥∥,N〈k, α〉 mod 2

)
=�

(
gt�(ϑ),Ne−

∑d
j=1 tj

)
.

Thus, for ϑ satisfying (5.7), we have that the sequence
{(
(ln N)d

(
∏

i

k̄i

)
∥∥〈k, α〉∥∥,N〈k, α〉 mod 2

)}

k∈Z(ϑ,N)

is exactly
{
�
(

gt�(ϑ),Ne−
∑d

j=1 tj

)}

t∈�M,�(gt�(ϑ))=1
.

Hence, to show that the distribution of
{(
(ln N)d

(
∏

i

k̄i

)
∥∥〈k, α〉∥∥,N〈k, α〉 mod 2

)}

k∈Z(ϑ,N)

converges as N → ∞ to that of a Poisson process on [− 1
ε̄
, 1
ε̄
]× R/(2Z) with intensity 2c1

it is sufficient to prove:
(a) that the set of ϑ that do not satisfy (5.7) is small;

(b) that the process
{
�
(

gt�(ϑ),Ne−
∑d

j=1 tj

)}

t∈�M,�(gt�(ϑ))=1
converges in probabil-

ity to a Poisson distribution.
This is the content of the following Theorem 5.1.

Theorem 5.1. — Assume that the distribution of ϑ ∈ X has smooth density with respect to the

Lebesgue measure. Let � be the matrix �(ϑ) as defined in (5.2). Then, for any ε̄ > 0, we have

(a) For any t ∈P , λ(�(gt�) > 1)=O(M−2d).

(b)
{(
�
(

gt�(ϑ),Ne−
∑d

j=1 tj

)
, t

M

)}

t∈�M,�(gt�(ϑ))=1
converges as N → ∞ to the Poisson

process on [− 1
ε̄
, 1
ε̄
] × R/(2Z)×P with intensity c1.
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The notation X = O(M−2d) means that |X| ≤ CM−2d where C may depend on
other variables (such as ε̄) but not on M.

In order to get the full Poisson limit in Theorem B we will also need an additional
effort to prove the independence and uniform distribution of the rest of the variables
namely of

{{k̄1u1}, . . . , {k̄dud}, {〈k, x〉}
}

k∈Z(ϑ,N)
.

This issue is addressed below.

Definition 5.2. — Let L > 0. Consider a sequence {t(1), . . . , t(s)} of points in �M where

t(j) = (t(j)1 , . . . t
(j)

d ). We say that this sequence is L-split if for any pair i, j we have

|t(i)p − t
(j)
p | ≥ L for each p and |max

p
(t(i)p )− max

p
(t
(j)
p )| ≥ L,

and for any i we have minp(t
(i)
p ) > L.

Proposition 5.3. — Let R ∈ R and s ∈ N be fixed. Let k(1)(N) . . . , k(s)(N), k(j)(N) ∈ Rd ,

be such that

t(j) = ([ln |k̄(j)1 |], . . . [ln |k̄(j)d |])
is

√
M-split ([·] denotes the integer part).

Suppose that (u1, . . . ud, x1 . . . xd) are distributed according to a density ρN such that

(5.8) ||ρN||C1 ≤ R.

Then the distribution of the numbers

{k̄(1)1 u1}, . . . , {k̄(1)d ud}, {〈k(1), x〉} . . . ,
{k̄(s)1 u1}, . . . , {k̄(s)d ud}, {〈k(s), x〉}

converges to the uniform distribution on T(d+1)s and the convergence is uniform with respect to N, (U, α),
the choices of s vectors satisfying the splitness condition, and ρN satisfying (5.8).

5.3. Proof of Proposition 5.3. — By Weyl equidistribution criterion we need to show
that if fj : Td+1 → C are exponentials

fj(θ1, . . . , θd+1)= exp

⎛

⎝2π i

d+1∑

p=1

mjpθp

⎞

⎠

and not all mjk are equal to zero then

(5.9)
∫

T2d

s∏

j=1

fj

(
k̄
(j)

1 u1, . . . k̄
(j)

d ud, 〈k(j), x〉
)
ρN(u, x)dudx → 0.
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uniformly in the parameters involved. Suppose there exists some p ≤ d such that not all
mjp are equal to zero. Then the coefficient in front of up in the above product is large since,
due to splitness, it is dominated by the contribution of the largest of k̄

(j)
p for which mjp is

non zero. In this case we show that the integral (5.9) is small by integrating by parts with
respect to up. Next suppose that all mjp with j ≤ s and p ≤ d are zero. Let j̄ be such that

maxp(t
(j̄)
p ) =: t

(j̄)

p̄
is the largest among those indices for which mj(d+1) 
= 0. Note that k

(j̄)

p̄

is of order exp(t(j̄)
p̄
). Then, due to the splitness condition, k̄

(j̄)

p̄
dominates the coefficient

in front of xp̄ and so we conclude that (5.9) is small by integrating by parts with respect
to xp̄. �

5.4. Proof that Theorem 5.1 implies Theorem B. — As demonstrated earlier, parts (a)
and (b) of Theorem 5.1 imply that

{(
(ln N)d

(
∏

i

k̄i

)
∥∥〈k, α〉∥∥,N〈k, α〉 mod 2

)}

k∈Z(ϑ,N)

converges as N → ∞ to a Poisson process on [− 1
ε̄
, 1
ε̄
] × R/(2Z) with intensity c1. Next,

it follows from part (b) of Theorem 5.1 that if t(1), t(2), . . . ∈ � are the points such that
�(gt�)= 1, listed in any order; then for any s ∈ N, we have that

(5.10) λ({t(1), t(2), . . .} is
√

M − split)→ 1 as N → ∞.

Indeed, given ε̄, ε̃ we can choose δ such that the probability that the Poisson process on
[− 1

ε̄
, 1
ε̄
]× R/(2Z)×P with intensity c1 has two points within distance δ from each other

in projection on the last coordinate is less than ε̃. Since M−1/2 < δ for large M (5.10)
follows. Therefore outside a set of small measure of ϑ ∈ X, the set Z(ϑ,N) satisfies the
hypothesis of Proposition 5.3.

Thus
{({k̄1u1}, . . . {k̄dud}, {〈k, x〉}

)}
k∈Z(ϑ,N)

converge to uniformly distributed iid’s on
Td+1 independent of

{(
(ln N)d

(
∏

i

k̄i

)
∥∥〈k, α〉∥∥,N〈k, α〉 mod 2

)}

k∈Z(ϑ,N)

Lemma 2.1 hence yields the full Poisson limit of Theorem B. �

5.5. Modifying the initial distribution. — Before we close this section we make a last
observation that allows us to complete the reduction of our problem to a clear cut ergodic
theory problem on the space of lattices, namely the following.

Theorem 5.4. — Assume that L ∈M is distributed according to a probability measure μ̃ that

has a smooth bounded density with respect to the Haar measure on M. Then
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(a) For any t ∈P , μ̃(�(gtL) > 1)=O(M−2d).

(b)
{(
�
(

gtL,Ne−
∑d

j=1 tj

)
, t

M

)}

�(gtL)=1, t∈�M

converges in probability, as N → ∞, to a

Poisson process on [− 1
ε̄
, 1
ε̄
] × R/(2Z)×P with intensity c = 2d−1c1/d!.

Remark 5.5. — As in Remark 4.1, it is easy to see that the statement with a smooth
bounded density of Theorem 5.4, implies the same results with a merely bounded density.
Moreover, part 9b) of Theorem 5.4 holds assuming that the initial distribution of L is
absolutely continuous with respect to the Haar measure.

Proof that Theorem 5.4 implies Theorem 5.1. — Let η > 0 and define for an interval
A = [a, b] the intervals

A+ = [a(1 − η), b(1 + η)] and A− = [a(1 + η), b(1 − η)].

Fix an interval K̄ ⊂ K. Let �̄± be defined as in (5.5) with the intervals I±, J±, K̄± instead
of I, J, K. Next, given �=�(ϑ) for some ϑ ∈ X, define

�̃=

⎛

⎜⎜⎜⎝

(1 + σ1) . . . 0 0
. . . . . . . . . . . .

0 . . . (1 + σd) 0

0 . . . 0
(∏d

j=1(1 + σj)
)−1

⎞

⎟⎟⎟⎠

×

⎛

⎜⎜⎝

1 . . . 0 c1

. . . . . . . . . . . .

0 . . . 1 cd

0 . . . 0 1

⎞

⎟⎟⎠�

where σ1, . . . , σd , c1, . . . , c2 are distributed according to any smooth density on
[−η2, η2]2d . This guarantees that when ϑ is distributed according to a smooth density
on X, the lattice �̃ has a smooth bounded distribution with respect to the Haar measure.
Thus, the implication of Theorem 5.1 from Theorem 5.4 stems from the straightforward
observation that if M is sufficiently large, then for any n ∈ N it holds that

�̄−(g(t1+ln(1+σ1),...,td+ln(1+σd ))�̃)≥ n

=⇒ �(gt�)≥ n

=⇒ �̄+(g(t1+ln(1+σ1),...,td ln(1+σd ))�̃)≥ n. �

The proof of Theorem 5.4 occupies Sections 6–8.
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6. Poisson limit theorem for almost independent rare events

To prove Theorem 5.4 we will start with an abstract result that establishes a Pois-
son limit theorem for Md variables that behave similarly to iid variables with expectation
of order 1/Md . The variables to which the abstract Poisson limit theorem must be applied
to imply Theorem 5.4 will be defined precisely in Section 8 (see (8.2)–(8.5)). Essentially,
we will be considering a counting variable ξt that takes integer values and that corre-
sponds to �(gtL) and two related variables νt and ζt that give the value of �1 and �2 in
�
(
gtL,Ne−

∑
j tj
)

when ξt = 1.

6.1. Setting and results.

• Let (�,P) be a probability space. We denote by E the expectation with respect
to P.

• Let P be a bounded domain in Rd with piecewise smooth boundary. For M ∈ N
we let

�M = {t ∈ Nd : t/M ∈P}.
• We are given an inhomogeneous non-constant linear form on Rd ,

λ1(t)= σ0 +
d∑

j=1

σjtj.

• We let (X,m) and (X̃, m̃) be two probability spaces. Let Q be a countable collec-
tion of finite partitions of X and Q̃ be a countable collection of finite partitions of X̃. We
assume that Q and Q̃ converge to the point partitions of (X,m) and (X̃, m̃) respectively.

• For every M we consider a sequence {ξM
t }t∈�M of random variables taking values

in non-negative integers and a sequence {νM
t }t∈�M of X valued random variables on �.

• For each fixed partition Q = (K1, . . . ,KP) ∈ Q we suppose that ξM
t can be de-

composed as ξM
t = ∑P

p=1 ξ
M
t,p where ξM

t,p take values in non-negative integers and on the
set {ξM

t = 1}, it holds that ξM
t,p = 1νM

t ∈Kp
.

We define

ηM
t = ξM

t 1ξM
t =1, ηM

t,p = ξM
t,p1ξM

t,p=ξM
t =1.

(Note that, in fact, ηM
t = 1ξM

t =1, and ηM
t,p = 1ξM

t,p=ξM
t =1 but we use a more complicated

definition above because condition (h2) below will ensure that with probabiilty close to 1
we have ηM

t = ξM
t , and ηM

t,p = ξM
t,p.)

• Since all the variables depend on M, we will omit sometimes the superscript or
subscript M and denote �M simply by �, ξM

t by ξt etc.
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• In all this section, when we use the notation Y = O(X) or equivalently Y � X,
it corresponds to |Y| ≤ C|X|, where the implicit constant C is allowed to depend on Q,
Q̃ but not on M, t, and δ̄ that will be introduced later in the section.

• We assume that for every fixed M, a sequence of partitions Ft, t ∈� of (�,P) is
given. For ω ∈� we denote by Ft(ω) the element of Ft containing ω. We will denote by
Ft the σ -algebra generated by Ft. We assume that the following hypotheses hold: there
exists R> 0 (that does not depend on M) and a set E such that

P(Ec)=O(M−100d)

and

(h1) For any t ∈�,

E(ξt)=O(M−d);
(h2) For any t ∈�,

P(ξt > 1)=O(M−2d);
(h3) For t, t′ ∈�, t 
= t′,

P(ξt ≥ 1, ξt′ ≥ 1)=O(M−2d);
(h4) For t, t′ ∈�with λ1(t)≥ λ1(t′)+R ln M, for any p ∈ [1,P] and for any ω ∈ E;

(h4a) E(ξt|Ft′)(ω)= cm(X)
Md

+O
(
M−2d

)
,

(h4b) E(ξt,p|Ft′)(ω)= cm(Kp)

Md
+O

(
M−2d

)
,

(h4c) E(ηt,p|Ft′)(ω)= cm(Kp)

Md
+O

(
M−2d

);
(h5) For t, t̄ ∈� with λ1(t̄) > λ1(t)+ R ln M, for any p ∈ [1,P], for any ω ∈ E

ξt,p is constant on Ft̄(ω);
(h6) The algebras {Ft} have a filtration like property in the sense that for t, t̄ ∈�

with λ1(t̄) > λ1(t)+ R ln M, for any ω ∈ E

Ft̄(ω)⊂ Ft(ω).
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Theorem 6.1. — Under conditions (h1)–(h6), the sequence of point processes

{
νM

t ,
t

M

}

ξM
t =1,t∈�M

converges as M → ∞ to a Poisson process with intensity c on

(X×P,m× Leb).

Assume now that there is another form λ̂(t) = σ̂0 + ∑d

j=1 σ̂jtj such that λ̂(t) >
λ1(t) on Int(P). Assume that there is another domain P̃ ⊃ P such that denoting �̃M =
{t ∈ Nd : t/M ∈ P̃} we have that that (h1)–(h6) above are satisfied for t ∈ �̃M and that
maxP̃ λ1 >maxP λ̂.

Suppose that for each M we have a sequence of ζM
t of X̃-valued random variables

and assume that for any fixed element Q̃ = (K̃1, . . . , K̃J) ∈ Q̃ the following conditions
are satisfied.

(h7) There exists a sequence υM → 0 as M → ∞, and R> 0 such that if t, t′ ∈ �̃M

satisfy λ̂(t)≥ λ1(t′)+R ln M ≥ λ1(t)+2R ln M, then for any ω ∈ E such that
ξt(ω)= 1

|P(ζM
t ∈ K̃j|Ft′)(ω)− m̃(K̃j)| ≤ υM.

(h8) For t, t̄ ∈ �̃M with λ1(t̄) > λ̂(t)+R ln M, for any j ∈ [1, J], for any ω ∈ E such
that ξt(ω)= 1

1ζt∈K̃j
is constant on Ft̄(ω).

Then we have the following strengthening of Theorem 6.1.

Theorem 6.2. — Under hypothesis (h1)–(h8), the sequence of point processes

{
νM

t , ζ
M
t ,

t
M

}

ξM
t =1,t∈�M

converges as M → ∞ to a Poisson process with intensity c on

(X× X̃×P,m× m̃× Leb).

6.2. Proof of Theorem 6.1. — Divide P into arbitrarily small subsets P1,P2, . . .PS

of positive volume. Fix from the sequence Q a partition Q = (K1, . . . ,KP) that is arbi-
trarily close to the point partition.

Given any double sequence lp,s ∈ N, (p, s) ∈ [1, . . . ,P] × [1, . . . ,S], we define the
event
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A=
{
∀(p, s) ∈ [1, . . . ,P] × [1, . . . ,S],(6.1)

there are exactly lp,s points t ∈� satisfying

t
M

∈Ps and ξt = ξt,p = 1
}
.

For a set B ⊂ Rd , we denote by B̂ the volume of B.
To prove Theorem 6.1 it suffices to see that

(6.2) lim
M→∞

P(A)=
∏

p,s

[
(cm(Kp)(P̂s))

lp,s

lp,s! exp
(
−cm(Kp)(P̂s)

)]
.

This section is devoted to the proof of (6.2). Fix an arbitrarily | small number
δ̄ > 0.

In the sequel we say that a function h which depends on M, δ̄, and maybe some
other variables such as t ∈�M, is oδ̄(1) if the following holds: given ν > 0, we can find
δ̂(ν) such that if δ̄ < δ̂(ν), then there exists M̄(δ̄) such that for M ≥ M̄(δ̄), we have |h| ≤ ν
(uniformly in all the additional parameters). Oδ̄(1) has a similar meaning.

Partition � into cubes C1, . . . ,CH of side size δ̄M with one of the faces parallel to
Ker(λ1).

Definition 6.3. — We say that a k-tuple {(Sl, il)}, S1,S2, . . .Sk ⊂ {C1, . . . ,CH},
i1, . . . , ik ∈ {1 . . .P}, realizes the event A if the event A is realized, and if the lp,s points t(1), . . . , t(k)

of A are such that t(l) ∈ Sl and ξt(l) = ξt(l),il = 1.

Definition 6.4. — We call a collection of cubes δ̄-generic if the images of any two of them under

λ1 are distant by more than 3δ̄M. We say that a k-tuple {(Sl, il)} is δ̄-generic if the cubes Sl are

δ̄-generic.

To obtain (6.2), we shall need the following.

Proposition 6.5. —

P(A)= P(A is realized by a δ̄-generic collection of cubes)+ oδ̄(1).

Proposition 6.6. — Given a δ̄-generic k-tuple {(Sl, il)} we have that

P(A is realized by {(Sl, il)})= ck δ̄dk

(
k∏

l=1

m(Kil )

)
exp(−cm(X)P̂)(1 + oδ̄(1)).

Proof of (6.2). — By Proposition 6.5 we can restrict to the contribution of generic
collections of squares.
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Now, there are ns = (P̂s)

δ̄d (1 +O(δ̄)) cubes in MPs. The number of possible generic
choices of k-tuples {(Sl, il)} that realize A is thus

∏

p,s

(
ns

lp,s

)
(1 + oδ̄(1)).

Applying Proposition 6.6 we get that

P(A)=
∏

p,s

[(
ns

lp,s

)(
cm(Kp)δ̄

d
)lp,s

]
exp

(
−cm(X)P̂

)
(1 + oδ̄(1))

=
∏

p,s

[
(cm(Kp)(P̂s))

lp,s

lp,s! exp
(
−cm(Kp)(P̂s)

)]
(1 + oδ̄(1))

since P̂ =∑
(P̂s), and m(X)=∑

m(Ki). �

We now turn to the proofs of Propositions 6.5 and 6.6. Proposition 6.5 is a direct
consequence of Lemma 6.7(2) below.

Lemma 6.7. — We have

(1) P(∃t ∈�M : ξt > 1)=O(M−d).

(2) P(∃t′, t′′ ∈�M : ξt′ ≥ 1, ξt′′ ≥ 1 and |λ1(t′)− λ1(t′′)| ≤ 3δ̄M)≤ Cδ̄.

Proof. — Parts (1) and (2) follow by summation of (h2) and (h3) respectively. �

Proof of Proposition 6.6. — By Lemma 6.7 (1) we know that up to excluding a small
probability set we have that each ξt, t ∈ �M is either equal to 1 or 0. Hence, given a
δ̄-generic k-tuple {(Sl, il)} we have that

P(A is realized by {(Sl, il)})= P
(∃(t(1), . . . , t(k)) ∈ S1 × . . .× Sk :

ηt(l),il = 1,∀l ∈ [1, k], ηt = 0 for t /∈ {t(1), . . . , t(k)}) (1 + oδ̄(1)).

We will thus finish if we prove the following

Lemma 6.8. — Given a δ̄-generic k-tuple {(Sl, il)} we have that

P
(∃(t(1), . . . , t(k)) ∈ S1 × . . .× Sk :
ηt(l),il = 1,∀l ∈ [1, k], ηt = 0 for t /∈ {t(1), . . . , t(k)})

= ck δ̄dk

(
k∏

l=1

m(Kil )

)
exp(−cm(X)P̂)(1 + oδ̄(1)).

The proof of Lemma 6.8 will be given in the next subsection. �
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6.3. Compatible strips. Proof of Lemma 6.8. — Divide �=�M into strips parallel to
Kerλ1, of the form λ−1

1 [sj−1, sj], of width δ̄M. These strips have common boundaries. To
create some independence between the strips we let s̄j = sj−1 + √

M and define the strips
�j = λ−1

1 [s̄j, sj], for j ≥ 1. We still denote their width by δ̄M (up to changing the definition
of δ̄ to δ̄− 1/

√
M). Let L be the total number of the strips (observe that L is of order δ̄−1).

We can naturally assume that the partition into cubes C1, . . . ,CH is such that every cube
is completely included in a strip �j . Note that, similarly to the proof of Proposition 6.5,
the probability that there is a point in a buffer zone is negligible.

Definition 6.9 (Type A and B strips). — Given a δ̄-generic k-tuple {(Sl, il)} we call a strip�j

which contains a square Sl a type A strip. The remaining strips (they are a majority) are called type B

strips. If �j is of type B we say that it is compatible if ηt = 0 for all t ∈�j . If �j is of type A we say

that it is compatible if for q such that Sq ⊂�j , there exists t(q) ∈ Sq such that ηt(q),iq = 1 and ηt̄ = 0
for t̄ ∈�j − {t(q)}.

Denote p0 = 1, and for j > 0

pj = P(�l are compatible for l ≤ j).

Lemma 6.8 becomes thus equivalent to showing that (recall that L is the total
number of strips)

pL = ck δ̄dk

⎛

⎝
k∏

q=1

m(Kiq)

⎞

⎠ exp(−cm(X)P̂)(1 + oδ̄(1)).

The latter is derived immediately by an iterative application of (6.3) or (6.4) of the follow-
ing lemma, according to whether a strip is of type A or B respectively.

Lemma 6.10. — If �j+1 is of type A, with Sq ∈�j+1, then

(6.3) pj+1 = cm(Kiq)δ̄
dpj(1 + oδ̄(1))

and if �j+1 is of type B then

(6.4) pj+1 = pj

(
1 − cm(X)�̂j+1(1 + oδ̄(1))

)

with �j+1 =�j+1/M.

Proof of Lemma 6.10. — We first prove (6.3). So, we assume �j+1 is of type A, with
Sq ∈�j+1. Let t̃ be such that

(6.5) min
t∈�j+1

λ1(t)− R ln M ≥ λ1(t̃)≥ max
t∈�j

λ1(t)+ R ln M.
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We define Fj :=Ft̃.
We will need a control on the simultaneous occurrences of ηt = 1 and ηt′ = 1 for

pairs (t, t′). Denote

Vj =
∑

t,t′∈�j ,t 
=t′:|λ1(t)−λ1(t′)|≤3R ln M

ηtηt′ .

Sublemma 6.11. — There is an Fj measurable set Ej ⊂ E such that P(Ec
j )≤ C ln M√

M
and for

ω ∈ Ej

(6.6) E(Vj+1|Fj)(ω)≤ 1/
√

M

and for t, t̄ ∈�j+1 such that λ1(t̄)≥ λ1(t)+ 3R ln M and ω ∈ Ej we have

(6.7) E(ηtηt̄|Fj)(ω)� M−2d .

The proof is technical and involves all the properties (h3)–(h6). We differ it to the
Appendix B.

As a consequence we get the following.

Sublemma 6.12. — We have for �j+1 of type A, with Sq ⊂�j+1, and ω ∈ Ej

(6.8) p := P(�j+1 is compatible |Fj)(ω)= cm(Kiq)δ̄
d(1 + oδ̄(1)).

Proof. — Recall that by definition,

(6.9) p = P(∃t ∈ Sq : ηt,iq = 1, and ηt̄ = 0 for t̄ 
= t, t̄ ∈�j+1|Fj)(ω).

We omit in the rest of this proof the mention of ω, that is assumed to be fixed in Ej . Since,
for a fixed t ∈ Sq, Bonferroni inequalities imply that

E
(
ηt,iq −

∑

t′∈�j+1,t′ 
=t

ηtηt′ |Fj

)

≤ P(ηt,iq = 1, and ηt′ = 0 for t′ 
= t, t′ ∈�j+1|Fj)≤ E(ηt,iq |Fj).

Hence, because ω ∈ Ej ,
∣∣∣∣p−

∑

t∈Sq

E(ηt,iq |Fj)

∣∣∣∣≤
∑

t,∈Sq, t′ 
=t∈�j+1

E(ηtηt′ |Fj)≤O(1/
√

M)+O
(
δ̄d+1

)

where we used (6.6) for the terms with |λ1(t)− λ1(t′)| ≤ 3R ln M, and (6.7) for the terms
with |λ1(t)− λ1(t′)|> 3R ln M.
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On the other hand (h4c) implies that for ω ∈ E
∑

t∈Sq

E(ηt,iq |Fj)= cm(Kiq)δ̄
d(1 + oδ̄(1)).

proving (6.8). �

Proof of (6.3). — With the set Ej from Sublemma 6.11 we have

pj+1 = P((�1, . . . ,�j+1 are compatible)∩ Ej)+O(ln M/
√

M)

= E(1�1,...,�j are compatible1Ej
P(�j+1 is compatible |Fj))

+O(ln M/
√

M)

where the last step relies on the fact that Ej ⊂E and so, by (h5), the event 1�1,...,�j are compatible

is constant on Fj(ω) for ω ∈ Ej . We finish using (6.8) and one more time the fact that
P(Ec

j )≤ C ln M√
M

. �

Proof of (6.4). — (6.4) follows from Sublemma 6.13 below exactly in the same way
as (6.3) follows from Sublemma 6.12.

Sublemma 6.13. — We have for �j+1 of type B and ω ∈ Ej

(6.10) p
′ := P(�j+1 is compatible |Fj)(ω)= 1 − cm(X)�̂j+1(1 + oδ̄(1)).

Proof. — We omit in the rest of this proof the mention of ω, that is assumed to be
fixed in Ej . Observe that

p
′ = P

(
ηt = 0 for all t ∈�j+1|Fj

)= 1 − p̄− p̂

with

p̄ = P
(
there exists a unique t ∈�j+1 such that ηt = 1|Fj

)

p̂ = P
(
there exists at least a pair (t, t′) ∈�j+1 such that ηt = ηt′ = 1|Fj

)
.

From the proof of (6.3) (taking the sum over all the squares of �j+1 and iq ∈ [1,P]
in (6.8) and (6.9)) we have that

p̄ = cm(X)�̂j+1(1 + oδ̄(1)).

On the other hand

p̂ ≤
∑

(t,t′)∈�j+1,t′ 
=t

E(ηtηt′ |Fj)≤O(1/
√

M)+O(δ̄2)

where we used (6.6) for the terms with |λ1(t)− λ1(t′)| ≤ 3R ln M, and (6.7) for the terms
with |λ1(t)− λ1(t′)|> 3R ln M.

Since p̂ = oδ̄(p̄), (6.10) follows. �
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The proof of Lemma 6.10, and therefore of Lemma 6.8 and Theorem 6.1 is now
complete. �

6.4. Proof of Theorem 6.2. — The proof of Theorem 6.2 is similar to the proof of
Theorem 6.1. In addition to using (h4), (h5) and (h6) to control νt we use (h7) and (h8) to
control ζt. Let us briefly describe the necessary modifications.

We need a stronger notion of generic collections of squares than that of Defini-
tion 6.4.

Definition 6.14. — We call a collection of cubes S1, . . . ,Sk strongly δ̄-generic if the distance

of any two among 2k intervals

λ1(S1), λ1(S2), . . . , λ1(Sk), λ̂(S1), λ̂(S2), . . . , λ̂(Sk)

is at least 3δ̄M. We say that a k-tuple {(Sl, il, jl)}, where il ∈ [1,P], jl ∈ [1, J], is strongly δ̄-generic

if S1, . . . ,Sk is strongly δ̄-generic.

The same argument as in the proof of Theorem 6.1 shows that the contribution of
non strongly generic configurations becomes negligible as δ̄→ 0.

For the proof of Theorem 6.2 we need the following generalization of Lemma 6.8.

Lemma 6.15. — Given a strongly δ̄-generic k-tuple {(Sl, il, jl)}, we have that

[ll]P (∃(t(1), . . . , t(k)) ∈ S1 × . . .× Sk :
ηt(l),il = 1, ζt(l) ∈ K̃jl ∀l ∈ [1, k], ηt = 0 for t /∈ {t(1), . . . , t(k)}

)

= ck δ̄dk

(
k∏

l=1

m(Kil )m̃(K̃jl )

)
exp(−cm(X)P̂)(1 + oδ̄(1)).

The derivation of Theorem 6.2 from Lemma 6.15 is exactly the same as the deriva-
tion of Theorem 6.1 from Lemma 6.8.

We thus focus on explaining the difference in the proof of Lemma 6.15 from that
of Lemma 6.8.

We need to replace Definition 6.9 of type A and B strips by the following definition
that takes into account a third kind of strips. We keep the division {�j}j=1,...,L of �=�M

into the parallel strips of width δ̄M.

Definition 6.16 (Type A, B and C strips). — For j ∈ [1,L], we say that �j is of type A if it

contains a cube Sq from our configuration. For such a pair (�j,Sq) we say that a strip �p is associated

to Sq if λ1(�
p) ∩ λ̂(Sq) 
= ∅. Note that since λ̂(t) > λ1(t) on Int(P), we have that p> j . We call

the union of all strips associated to a given Sq a type C strip. Note that type C strips are a union of a

uniformly bounded number of consecutive strips �i , so their width is still O(δ̄). The strips from the
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partition {�j} which are neither type A nor belong to a type C strip will be called type B strips. For

convenience, after slightly decreasing the total number of strips to L′ ≤ L, we still call the collection of

strips that we get {�j}j=1,...,L′ (the fact that the type C strips are slightly larger than the others will have

no consequence on the subsequent proofs).

Observe that there may exists k̄ < k such that for q ∈ {k̄ + 1, . . . , k} it holds that
λ1(�M) ∩ λ̂(Sq) = ∅. If not, we just take k̄ = k. Thus, we have k type A strips, k̄ type
C strips and L − k − k̄ type B strips. It will be convenient for the proof below to add
�L′+1, . . . ,�L′+k−k̄ strips in �̃M where for every j ∈ [1, k − k̄]

�L′+j = {t ∈ �̃M : ∃t′ ∈ Sk̄+j : |λ1(t)− λ̂(t′)| ≤ R ln M}.

We call�L′+j type C strips associated to Sk̄+j . The fact that these additional strips are well
defined is due to our assumption that P̃ is sufficiently large so that maxP̃ λ1 >maxP λ̂.

Denote the total number of strips L = L′ + k − k̄.
The definition of compatibility for type A and type B strips remains the same as

in Definition 6.9. Given a cube Sl of our collection, and a strip �j of type A such that
Sl ⊂�j and suppose that �j is compatible. This gives t(l) ∈ Sl satisfying the conditions
of Definition 6.9 (ηt(l),il = 1 and ηt = 0 for all t ∈�j − {t(l)}). Assume now that �p, p> j

is a type C strip associated to Sl . Then, �p is called compatible if ζt(l) ∈ K̃jl and ηt = 0
for all t ∈�p ∩�M. In particular, for type C strips which are disjoint from �M the only
requirement that we have is that ζt(l) ∈ K̃jl .

Let pj = P(�l are compatible for l ≤ j). Then Lemma 6.15 becomes thus equiva-
lent to showing that

pL = ck δ̄dk

(
k∏

l=1

m(Kil )m̃(K̃jl )

)
exp(−cm(X)P̂)(1 + oδ̄(1)).

Then, as in the proof of Lemma 6.8, Lemma 6.15 follows inductively from

Lemma 6.17. — If �j+1 is of type A, with Sq ∈�j+1, then

(6.11) pj+1 = cm(Kiq)δ̄
dpj(1 + oδ̄(1));

if �j+1 is of type B then

(6.12) pj+1 = pj

(
1 − cm(X)�̂j+1(1 + oδ̄(1))

)
;

and if �j+1 is a type C strip associated to a square Sq then

(6.13) pj+1 = pjm̃(K̃jq)(1 + oδ̄(1)).
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Proof. — We consider the same σ -algebra Fj as in the proof of Lemma 6.10, that
is Fj :=Ft̃ with t̃ such that

min
t∈�j+1

λ1(t)− R ln M ≥ λ1(t̃)≥ max
t∈�j

λ1(t)+ R ln M.

We then have from (h5) and (h8) that, regardless of the type of the strips, for ω ∈ E

1�1,...,�j are compatible is constant on Fj(ω).

Indeed, events of the form 1ηt(l)∈Kil
, with λ1(t(l)) ∈�1 ∪ . . .∪�j and 1ζt(l)∈K̃jl

with λ̂(t(l)) ∈
λ1(�

1 ∪ . . .∪�j) are constant on Fj(ω) by (h5) and (h8).
Observe that (6.11) and (6.12) as well as their proofs are then identical to (6.3) and

(6.4) of Lemma 6.10. As for (6.13), it follows from

Sublemma 6.18. — If�j+1 is a type C strip associated to a square Sq, and ω ∈ E is such that

on ω, �l are compatible for l ≤ j , we have

(6.14) P(�j+1 is compatible |Fj)(ω)= m̃(K̃jq)(1 + oδ̄(1)).

Proof. — By definition there exists some t(q) ∈ Sq such that λ̂(t(q)) ∈ λ1(�
j+1). By

the definition of t̃, this implies that λ̂(t(q)) > λ1(t̃)+ R ln M. Next

P(ζM
t(q) ∈ K̃jq |Fj)(ω)− P(∃t ∈�j+1 : ηt 
= 0|Fj)(ω)

≤ P(�j+1 is compatible |Fj)(ω)≤ P(ζM
t(q) ∈ K̃jq |Fj)(ω)

Since ω ∈ E, t(q) is constant on Fj(ω). Hence (h7) gives

P(ζM
t(q) ∈ K̃jq |Fj)(ω)= m̃(K̃jq)+ oδ̄(1)

while (h4c) gives

P(∃t ∈�j+1 : ηt 
= 0|Fj)(ω)=O(δ̄).

Combining the last three estimates we obtain (6.14). �

We have completed the proof of Lemma 6.17 and thus of Theorem 6.2. �

7. Rate of equi-distribution of unipotent flows

7.1. Notation. — Recall that {gt}t∈Rd is the d parameter subgroup given by (5.3).
We let

(7.1) T(t)=
d∑

j=1

tj.
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In the proof of Theorem 5.4 we will need to show asymptotic independence between the
moments of time such that �(gtL) ≥ 1 as well as randomness of the values taken then
by �(gtL,Ne−T(t)). For this we will rely on the fact that the action of gt on M is partially
hyperbolic in the sense that

TM= E0 ⊕
d+1∑

q<p

(
E+

qp ⊕ E−
qp

)

where E0 is tangent to the orbit of g and E±
q are invariant one dimensional distributions.

The corresponding Lyapunov exponents are ±λqp with q< p ≤ d and ±λq (correspond-
ing to p = d + 1) where

λqp = tq − tp, λq = T(t)+ tq.

E±
qp are tangent to foliations W±

qp which are orbit foliations for groups h±
qp where h+

qp(u) is
the matrix with ones on the main diagonal, u in the p-th column of the q-th row, and zero
in all other places, while h−

qp(u) are transposes of h+
qp(u). Below we shall abbreviate E+

1(d+1),
W+

1(d+1), h+
1(d+1) with E1, W1, h1.

We also use the notation μ(A)= ∫
M A(x)dμ(x), and for g ∈ SLd+1(R), we denote

by A(g·) the function whose value at x is A(gx).
The Sobolev norm of index s will be denoted by || · ||s. We will always assume that

s is an integer.

7.2. Mixing for smooth functions. — Here we recall the mixing properties of homo-
geneous flows. To fix the notation we discuss only the subgroup h1(u) (which is the only
subgroup used in the proof of Theorem 5.4 given in Section 8), however similar results
holds for all other unipotent subgroups including h±

pq.
By [28], Theorem 2.4.5 there exists s and constants C, κ > 0 such that if A,B ∈ Hs

then

(7.2) |μ(A(·)B(gt·))−μ(A)μ(B)| ≤ C||A||s||B||se−κmax |tj |

We recall that this implies that there exists C> 0 such that

(7.3) |μ(A(·)B(h1(u)·))−μ(A)μ(B)| ≤ C||A||s||B||su−κ .

Indeed let θ ∈ [0,π ] be such that cos θ = −e−t and let

R(t)=

⎛

⎜⎜⎜⎜⎝

cos θ 0 . . . 0 sin θ
0 1 . . . 0 0
. . . . . . . . . . . . . . .

0 0 . . . 1 0
− sin θ 0 . . . 0 cos θ

⎞

⎟⎟⎟⎟⎠
,



DEVIATIONS OF ERGODIC SUMS 329

gt = diag(e−t,0, . . .0, et).

It is then immediate to observe that

M(t) := h1(e
t)R(t)−1

g−t

is uniformly bounded for t > 0. By invariance of μ we get

μ(A(·)B(h1(e
t)·))= μ(A(·)B(M(t)gtR(t)·))= μ(At(·)Bt(gt·))

with At(·) := A(R(t)−1·), Bt(·) := B(Mt·). Note that ||At||s ≤ ||A||s, ||Bt||s � ||B||s uni-
formly in t ≥ 0 Hence, (7.3) follows from (7.2) applied to At , Bt and gt with t = ln u.

7.3. Equidistribution. — The functions we are going to work with in Section 8 are
not smooth but they can be well approximated by the smooth functions. This motivates
the following definition.

Definition 7.1. — Given s,r ≥ 0, we say that a function A : M → R is in Hs,r with

||A||s,r = K if given 0< ε ≤ 1 there are Hs-functions A− ≤ A ≤ A+ such that

||A+ − A−||L1(μ) ≤ ε and ||A±||s ≤ Kε−r

where μ is the Haar measure on M and || · ||s denotes the Sobolev norm of index s.

We say that γ is a W1 curve of size L> 0 if for some y ∈M we have γ = {h1(τ )y :
τ ∈ [0,L]}. For a function A :M→ R we use the notation

∫

γ

A = 1
L

∫ L

0
A(h1(s)y)ds.

Definition 7.2. — Fix κ0 > 0. Let L > 0 and P be a partition of M into W1-curves of

length L and denote by γ (x) the element of P containing x. Given a finite or infinite sequence of integers

(kn) and a function A ∈ Hs,r, we say that P is κ0-representative with respect to ((kn),A) if for any n

(7.4) μ

(
x ∈M :

∣∣∣∣
∫

gknγ (x)

A −μ(A)
∣∣∣∣≥KAL−κ0

n

)
≤ L−κ0

n

where KA = ||A||s,r + 1, and Ln = Leλq(kn) is the length of gknγ (x).

We call the points x such that

for every n :
∣∣∣∣
∫

gknγ (x)

A −μ(A)
∣∣∣∣≤KAL−κ0

n

representative with respect to (P, (kn),A). Observe that if P is κ0-representative with respect to

((kn),A) and
∑

n

(Ln)
−κ0 ≤ ε

then the set of representative points has measure larger than 1 − ε.
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The goal of this section is to show the following.

Proposition 7.3. — There exists s, κ0, ε0 > 0 such that for any 0 ≤ r ≤ s, 0< ε ≤ ε0, any

function A ∈ Hs,r, any L and any sequence {kn} satisfying
∑

n

(
Leλq(kn)

)−κ0 ≤ ε,

there exists a partition P of M into W1-curves of length L that is κ0-representative with respect to

((kn),A).
(b) If L ∈M is distributed according to a probability measure μ̃ that has a bounded density with

respect to the Haar measure μ, then the result of part (a) holds with (7.4) in the definition of representative

partitions replaced by

μ̃

(
x ∈M :

∣∣∣∣
∫

gknγ (x)

A −μ(A)
∣∣∣∣≥KAL−κ0

n

)
≤ C̃L−κ0

n

where C̃ is the maximum of the density of μ̃ with respect to μ.

Remark 7.4. — The requirement that r ≤ s will only serve to maintain the expo-
nent κ in the speed of equidistribution in (7.4) bounded from below. Any upper bound on
r would yield a lower bound on κ but it will be sufficient for us in the sequel to consider
functions in Hs,s, since we will have to deal with characteristic functions of nice sets (cf.
§8.3).

Proof. — It suffices to prove part (a). Part (b) follows from (a) since for any set � we
have μ̃(�)≤ C̃μ(�).

Without loss of generality we will work with functions A having zero average, that
is μ(A) = 0. We will first prove Proposition 7.3 for A ∈ Hs and then generalize it to
A ∈ Hs,r.

Now, assuming that μ(A)= 0, (7.3) implies that

|μ(A(·)A(h1(u)·))| ≤ CK2
Au−κ

with KA = ||A||s, thus for SL(·)= 1
L

∫ L
0 A(h1(u)·)du we have

μ(S2
L)≤ CL−κK2

A.

This implies that for κ0 := κ/3, we have

(7.5) μ(x ∈M : |SL(x)|>KAL−κ0)≤ CL−κ0 .

Next let P̂ be an arbitrary partition of M into W1-curves of length L and for
u ∈ [0,1] let P̂ u = h1(Lu)P̂ . Then by (7.5)

μ̄

(
(x, u) ∈M× [0,1] :

∣∣∣∣
∫

γ (x,u)

A

∣∣∣∣>KAL−κ0

)
≤ CL−κ0
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where γ (x, u) denotes the piece of P̂ u that goes through x and μ̄ denotes the product of
μ and the Lebesgue measure on [0,1]. Thus, we can choose u so that P̂ u satisfies

(7.6) μ

(
x ∈M :

∣∣∣∣
∫

γ (x)

A

∣∣∣∣>KAL−κ0

)
≤ CL−κ0 .

If L is large we can drop the constant C if we let κ0 be slightly smaller than κ/3.
Likewise, if (kn) is a finite or infinite sequence with

∑

n

(
Leλu(kn)

)−κ0 ≤ ε

then there exists a partition P that is representative with respect to ((kn),A) as in Defini-
tion 7.2.

To extend (7.6) to functions in Hs,r (that may have infinite Hs-norm), we use a
standard approximation argument. Note first that (7.5) still holds for non zero mean Hs-
functions if we replace SA

L by S̄A
L(·)= SA

L −μ(A).
Now for ε > 0 let A, A+, A− be as in Definition 7.1 where we assume that

μ(A)= 0. Let KA = ||A||s,r + 1. Since 0 ≤ μ(A+)≤ ε, we have that

(7.7) μ
(
x : SA

L(x) > 2KAL−κ̃)≤ μ
(

x : S̄A+
L (x) > 2KAL−κ̃ − ε

)
.

So, if we choose ε and κ̃ such that ε = KAL−κ̃ ∼ KAε
−rL−κ0 , that is ε ∼ L−κ̃ and κ̃ =

κ0/(r + 1) we get from (7.7) using (7.5) that

μ
(
x : SA

L(x) > 2KAL−κ̃)≤ μ
(

x : S̄A+
L (x) > ||A||s,rL−κ0

)
≤ L−κ0 .

Using A− to bound μ
(
x : SA

L(x)≤ −2KAL−κ̃) we see that (7.6) and thus the rest of the
proof extends to Hs,r functions, provided the exponent κ0 is reduced. �

If A is a finite collection of functions we say that P is representative with respect
to ((kn),A) if for each A ∈A, P is representative with respect to ((kn),A).

7.4. Mixing for approximately smooth functions. — §7.3 controls the deviations of er-
godic sums for Hs,r-functions. We also need a bound on the rate of mixing for diagonal
flows. Namely, let A be a bounded Hs-function.

Lemma 7.5. — There is a constant C such that for any Hs,r function B we have

|μ(A(·)B(g·))−μ(A)μ(B)| ≤ C (||A||s + ||A||L∞) ||B||s,re−
κmax |tj |

r+1

where κ is the constant from (7.2).
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Proof. — Without the loss of generality we may assume that

(7.8) μ(B)= 0.

Given ε, let B± be the functions such that

B− ≤ B ≤ B+, μ(B+ − B−)≤ ε and ||B±||s ≤ ||B||s,rε−r.

Assume first that A is positive. Then

(7.9) μ(A(·)B−(g·))≤ μ(A(·)B(g·))≤ μ(A(·)B+(g·)).
Next, by (7.2)

|μ(A(·)B+(g·))| ≤ μ(A)μ(B+)+ C||A||s ||B||s,rε−r e−κmax |tj |.

Note that due to (7.8)

μ(B+)= μ(B+ − B)≤ μ(B+ − B−)≤ ε.
Hence

|μ(A(·)B+(g·)| ≤ C||A||s
[
ε + ||B||s,rε−r e−κmax |tj |] .

Choosing ε so that ε−(r+1)e−κmax |tj | = 1 we get

|μ(A(·)B+(g·))| ≤ C||A||s ||B||s,re−
κmax |tj |

r+1 .

Likewise

|μ(A(·)B−(g·))| ≤ C||A||s ||B||s,re−
κmax |tj |

r+1 .

The last two inequalities together with (7.9) prove the lemma for non negative A.
In the general case decompose A = A1 − A2 where

A1 = 2||A||L∞, A2 = A1 − A.

Since both A1 and A2 are non-negative we have

|μ(Aj(·)B(g·))−μ(Aj)μ(B)| ≤ C (||A||s + ||A||L∞) ||B||s,re−
κmax |tj |

r+1

proving the lemma in the general case. �
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8. Poisson limit theorem for the diagonal action

8.1. Overview of the proof of Theorem 5.4. — The goal of this section is to prove The-
orem 5.4 using the abstract Theorem 6.2 and the polynomial rate of uniform distribution
of long pieces of horocycles given in Section 7.

We fix the probability space (�,P) to be the space (M, μ̃) where μ̃ is the measure
from Theorem 5.4 that is assumed to have a smooth bounded density with respect to the
Haar measure.

In all this section, the expectation with respect to μ̃ of a variable X will be denoted
E(X).

Let

(8.1) P = {t ∈ Rd : tj > 0, T(t)≤ 1},
where T(t) = ∑d

j=1 tj . In this section we will denote by �M = MP . (Note that, in fact,
(5.1) gives �M = (M − d)P but we ignore “−d” in order to simplify the notation. Since
the result holds for arbitrary M, this does not cause any loss of genelity). Let

P̃ = {t ∈ Rd
+ : T(t) < 10} so that �̃M = {t ∈ Rd

+ : T(t) < 10M}.
Recall the definition of λ1(t)= T(t)+ t1, and let λ̂(t)= t1 +M. Observe that λ̂(t) > λ1(t)

on �M (even though λ̂(t) can be equal to λ1(t) on the boundary of �M, that is, if T(t)=
M).

We take (X,m) and (X̃, m̃) to be the spaces K = [− 1
ε̄
, 1
ε̄

]
and R/2Z equipped with

their normalized Lebesgue measures.
Fix any P ≥ 1 and divide K into a finite number of intervals K1,K2 . . .KP and let

Q be the partition of (X,m) into the intervals K1,K2 . . .KP.
Similarly, fix any J ≥ 1 and divide [0,2) into a finite number of intervals

K̃1, . . . , K̃J, and let Q̃ be the partition of (X̃, m̃) into the intervals K̃1, . . . , K̃J.
Recall the definitions of �, � given in (5.5) (5.6) and introduce �p, p ∈ [1,P] that

are defined by formula (5.5) with Kp in place of K. Let

�t =�(gtL)(8.2)

�t
p =�p(g

tL)(8.3)

νt =�1(g
tL)(8.4)

ζt =�2

(
gtL,Ne−T(t)

)
(8.5)

Fix R to be a large number (the precise conditions on R are described later in this
section).

By Theorem 6.2, if we prove that �t, {�t
p}p≤P, ζt, νt, for t ∈�m satisfy (h1)–(h8)

then we get the Poisson limit for
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{�(gt�(ξ),Ne−T(t))}t∈�M,�(gt�(ξ))=1

required in Theorem 5.4.
Proposition 8.1, proven in §8.2, shows that �t satisfies (h1)–(h3). The proof relies

on Rogers’ identities given in Lemma 2.3. §8.3 contains estimates of || · ||s,s norms of the
functions �i and �j . Then in §8.4 we show, using Proposition 7.3, the existence of the
partitions Ft and the set E such that (h4)–(h8) hold.

8.2. Multiple solutions. — The following proposition asserts that �t satisfies (h1)–
(h3).

Proposition 8.1. — Recall the notations �t = � ◦ gt, �t
p = �p ◦ gt. Then uniformly in

t ∈ Zd , t′ ∈ Zd − {0} we have

(a) μ̃(�t)=O(M−d);
(a′) μ̃(�t

p)= 2d−1c1|Kp|M−d +O(M−100d)

provided that min
j
(tj)≥ R ln M and R is sufficiently large;

(b) μ̃
((
�t
)2 −�t

)
=O

(
M−2d

) ;
(c) μ̃({L ∈M :�t(L) 
= 0 and �t(gt′L) 
= 0})=O

(
M−2d

)
.

Note that (b) implies via Markov inequality that

(8.6) μ̃({L ∈M :�t(L) > 1})=O
(
M−2d

)
.

Proof. — Without loss of generality, we can assume in the proof of the inequalities
(a), (b), (c), that L is distributed according to the Haar measure on M, and by invari-
ance of the Haar measure take t = 0. The inequalities then follow from Rogers’ equal-
ities of Lemma 2.3. Namely, part (a) of Lemma 2.3 implies that μ(�) = c1Vol(D) =
2d−1c1|K|M−d , where D is the set defined by (5.4). Indeed

Vol(D)= |K|
Md

∫

Rd

1I(x1(v))

⎛

⎝
d∏

j=2

1J(xj(v))

⎞

⎠ dx
∏d

j=1 |xj|
= 2d−1|K|M−d .

On the other hand, letting f = 1D we get, since I is an interval of positive numbers, that

(8.7) �2(L)−�(L)=
∑

v1 
=v2∈L prime

f (v1)f (v2)=
∑

v1 
=±v2∈L prime

f (v1)f (v2)

so part (b) follows by Lemma 2.3 (b). As for (c) observe that if we define, for v = (x, z) ∈L,

f̃ (v)= 1
e
−t′1 I
(x1(v))

⎛

⎝
d∏

j=2

1
e
−t′

j J
(xj(v))

⎞

⎠1eT(t′)K(M
d�(v)),
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μ(��t′)=
∫

M

∑

v2 
=±v1∈L prime

f (v1)f̃ (v2)dμ(L)

where the contribution of v2 = −v1 vanishes because both I and e−t′1I are positive inter-
vals, while the contribution of v2 = v1 vanishes since either I and e−t′1I are disjoint or J
and e

−t′j J for some j = 2, . . . d are disjoint. Applying Lemma 2.3(b) we get (c).
Since μ(�p) = 2d−1c1|Kp|M−d , (a′) follows by exponential mixing of the geodesic

flow (Lemma 7.5) and Lemma 8.2 from § 8.3. �

8.3. Estimates of norms. — Before we construct the partition Ft, we first state esti-
mates on the Hs,s norms of � and �p. We also obtain an estimate on the norm of �2

after making an appropriate cutoff. The results stated in Lemma 8.2 below are proven in
§A.2.

Let h1,δ be a smooth cutoff function supported on the set of lattices with a short
vector of size O(δ). The existence of such function is guaranteed by Lemma A.1 from
Appendix A. We set h2,δ = 1 − h1,δ .

Let K̂ = {z : d(z, ∂K)≤ M−1000d} and set �̂= S(1D̂) where D̂ is defined similarly
to D (see equation (5.4)) with K replaced by K̂. Define similarly K̂p, Dp, and �̂p for
p ∈ [1,P].

Lemma 8.2. — For any s ≥ 0 we have that (a) ||�||s,s =O(1), ||�̂||s,s =O(1). Also for

each p ∈ [1,P]
||�p||s,s =O(1), ||�̂p||s,s =O(1).

(b) For each δ > 0, ||�h1,δ||s,s =O(1).
(c) For each δ > 0, ||(�2 −�)h2,δ||s,s =O(δ−2(d+1)).

(d) μ(�i)= 2d−1c1|Ki|, μ(�̂i)=O(M−1000d).

(e) μ(�h1,δ)=O
(
δ(d+1)/2

)
.

(f) μ((�2 −�)h2,δ)=O
(
M−2d

)
.

8.4. The partition Ft and the proof of (h4)–(h8). — Given t ∈ �̃ we denote by �+(t)
the set of t̄ ∈ �̃ such that λ1(t̄) > λ1(t)+ R ln M.

Consider the following collection of functions

� = {�,�1 . . .�P, �̂, �̂1, . . . , �̂P,�h1,M−1000d , (�2 −�)h2,M−1000d }.
Let Ft be a partition of M into W1-curves of size Lt = (eλ1(t)M1000d)−1, which is κ0-

representative with respect to (�+(t),�) (that is, representative for all t̄ ∈�+(t)). Such
a partition exists due to Proposition 7.3, Lemma 8.2 and the fact that

∑

t∈�, t̄∈�+(t)

(
Lte

λ1(t̄)
)−κ0 =O

(
M−10100d

)
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if R is sufficiently large. Moreover, if we let E1 be the set of L such that for any t ∈�, L
is representative with respect to (Ft,�

+(t),�) then

μ(Ec
1)=O(M−100d).

Proposition 8.3. — There exist sets E with

μ̃(Ec)� M−100d,

such that the variables�t, ηt ,�
t
p, ηt,p and the partitions Ft satisfy the properties (h4)–(h8) of Section 6.

Proof. — Property (h4). We prove that any L ∈ E1 satisfies (h4) (with ω replaced
by L).

Properties (h4a) and (h4b) follow from parts (a) and (a′) of Proposition 8.1 and the
definition of representative points.

To check (h4c) note that �t
p are integer valued and so

�t
p − ηt,p ≤�t

p

2 −�t
p ≤�t2 −�t.

Since also 0 ≤ ξt,p − ηt,p ≤�t
p ≤�t we get

0 ≤�t
p − ηt,p ≤ ξ̂t

where

ξ̂t = [
(�2 −�)h2,M−1000d +�h1,M−1000d

] ◦ gt.

Accordingly for L ∈ E1

0 ≤ E(�t
p − ηt,p|Ft′)≤ E(ξ̂t|Ft′)≤ C

M2d

where the last inequality relies on parts (e) and (f) of Lemma 8.2 and the fact that L is
representative with respect to (Ft′, t,�). The last display implies that

E(�t
p|Ft′)− C

M2d
≤ E(ηt,p|Ft′)≤ E(�t

p|Ft′).

Hence (h4c) follows from (h4b).

Property (h5). Consider t ∈ �, t̄ ∈ �+(t), and γt̄ ∈ Ft̄. If �t ≡ 0 on γt̄ then (h5) clearly
holds on γt̄. On the other hand suppose that there exists L̄ ∈ γt̄ and p such that
ξp,t(L̄) 
= 0. If follows that gt(L̄) contains a vector (x̄, z̄) ∈ I × Jd−1 × Kp. Note that

gtγ = {hτ gt(L̄)}τ∈I
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where I is an interval containing zero of length which less than M−109 d . Observe that
hτ g

t(L̄) contains a vector (xτ , zτ ) where xτ = x̄, zτ = z̄ + τx1. In particular |zτ − z| <
10−1000d . Hence if gtγt̄ does not intersect

K̂p = {z : d(z, ∂Kp)≤ M−10000d}
then it is completely contained in Kp. The measure of L such that gtγt̄ intersects K̂p for
some p is thus bounded by O(M−1000d) from Lemma 8.2(d). Taking the complement to
the union of all these exceptional L for all t ∈ �, t̄ ∈ �+(t) we get a set E2 such that
μ̃(Ec

2)=O(M−999d) and (h5) holds for L ∈ E2.

Property (h6). Since the size of the pieces of Ft is Lt = (eλ1(t)M1000d)−1 and the size of the
pieces of Ft̄ is Lt̄ = (

eλ1(t̄)M1000d
)−1

if we let

E3 = {L : Ft̄(L)⊂ Ft(L) for all t ∈�, t̄ ∈�+(t)}
then we have μ̃(Ec

3)=O(M−100d).

We let E4 := E1 ∩ E2 ∩ E3 and observe that μ̃(Ec
4)= O(M−100d) and (h4), (h5), and

(h6) hold on E4.

Property (h7). Let K̃1, . . . , K̃J be a partition of R/2Z with J intervals. We will show that
L ∈ E4 satisfies (h7). Then we further refine E4 to ensure (h8).

Assume t, t′ are such that λ̂(t) ≥ λ1(t′)+ R ln M ≥ λ1(t)+ 2R ln M. We need to
show that if L ∈ E is such that �t =�t

p = 1 then for any j ∈ [1, J]

(8.8) μ̃

(
�2

(
gtL, N

eT(t)

)
∈ K̃j

∣∣Ft′

)
(L)= |K̃j|(1 + o(1)).

Let γt′ = Ft′(L). Then γt′ is of the form

γt′ = {h1
τ L̄}0≤τ≤(eλ1(t

′)M1000d )−1

for some L̄ ∈ M. By property (h5) �t
p = 1 on γt′ . In particular, �p(g

tL̄)= 1, that is gtL̄
contains a vector (x, z) ∈Dp. Since gthτ = heλ1(t)τ g

t it follows that gthτ L̄ contains the vector
(xτ , zτ ) ∈Dp. Namely, xτ = x, zτ = z + eλ1(t)τx1. Now

(8.9) �2

(
gth1

τ L̄,
N

eT(t)

)
= N

eT(t)
zτ mod 2 = N

eT(t)
z + eλ̂(t)τx1 mod 2.

and since τ varies on an interval of length (eλ1(t′)M1000)−1, the uniform distribution (8.8)
follows from the fact that λ̂(t)≥ λ1(t′)+ R ln M provided that R is sufficiently large.
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Property (h8). Ft̄(L) is of the form

{h1
τ L̄}0≤τ≤(eλ1(t̄)M1000)−1

for some L̄ ∈ M. By (h5), �t = 1 on Ft̄(ω). (8.9) shows that if 1ζt∈K̃j
is not constant on

Ft̄(L) then �2

(
gth1

τ L̄, N
eT(t)

)
lies in a O(M−1000d) neighborhood of ∂K̃j . Let

E =
{
L ∈ E4 : ∀t, t̄ ∈� with λ1(t̄)≥ λ̂(t)+ R ln M it holds that :

∀j ∈ [1, J], 1ζt∈K̃j
is constant on Ft̄(L)

}
.

Then (h8) holds on E. On the other hand, the same argument as for property (h5) shows
that μ̃(E − E4) =O(M−999d) as needed.

We have thus checked (h4)–(h8) for �t, {�t
p}, {ζt} for t ∈� and p ∈ [1,P], which

completes the proof of Proposition 8.3. �

Proof of Theorem 5.4. — Theorem 5.4(a) is exactly property (h4a) that we proved in
Proposition 8.3.

To prove Theorem 5.4(b), we note that it follows from Theorem 6.2 and from
properties (h1)–(h8) that we proved in Propositions 8.1 and 8.3, that the process

{(
�
(

gtL,Ne−
∑d

j=1 tj

)
,

t
M

)}

�(gtL)=1, t∈�M

converges in probability, as N → ∞, to a Poisson process on
[
−1
ε̄
,

1
ε̄

]
× R/(2Z)×P

with intensity 2d−1c1. Since P̂ = 1
d! the claim of Theorem 5.4(b) follows from the invari-

ance of Poisson processes by projection given by Lemma 2.1(b). �

9. Small boxes

One can also consider the visits to small boxes CN =∏
j

[− uj

Nγ ,
uj

Nγ

]
. The case γ = 0

is treated in Theorem A while the case γ = 1/d was studied in [31]. For γ > 1/d most
orbits do not visit CN so we consider the remaining case 0< γ < 1

d
. Recall (1.6).

Theorem 9.1. — Under the assumptions of Theorem A, D(x,α,CN,N)
ρ((1−dγ ) ln N)d converges to the standard

Cauchy distribution.
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The proof of Theorem 9.1 is very similar to the proof of Theorem A so we just
describe the necessary changes.

Similarly to Theorem A the proof consists of two parts: showing that non-resonant
terms are negligible and establishing the Poisson limit for the resonant terms.

To describe the first part let

Z(ϑ,N, γ )= {k ∈ Z(ϑ,N) : |k̄i|>Nγ },

D̄(ϑ,N, γ )=
∑

k∈Z(ϑ,N,γ )

�k(ϑ,N, γ )
�k(ϑ,N)

where k̄i are defined by (3.1),

�k(ϑ,N, γ )= 2A
π
φ(k̄1u1N−γ , . . . , k̄dudN−γ ,N(k, α), 〈k, x〉 + ϕk,α,N)

and �k and φ are defined by (3.5) and (3.7) respectively. We have the following analogue
of Proposition 3.1.

Proposition 9.2. — For any υ > 0, if we take ε̄ > 0 sufficiently small and N sufficiently large

we have that

λ

({
ϑ ∈ X :

∣∣∣∣
D̄(ϑ,N, γ )
(ln N)d

− D(x, α,CN,N)
(ln N)d

∣∣∣∣≥ υ
})

≤ υ.

Proposition 9.2 follows from the estimates of Section 3 with the exception that §3.3
has to be modified to take into account that now we remove more frequencies (namely,
we now discuard the frequncies with |k̄i|<Nγ ).

Define Uk(ϑ,N, γ ) similarly to Uk(ϑ,N) with uj replaced by ujN−γ and let

D1(ϑ,N, γ )=
∑

0<|k̄i |<N

Uk(ϑ,N, γ ),

D2(ϑ,N, γ )=
∑

Nγ <|k̄i |<N

Uk(ϑ,N, γ ).

We claim that

(9.1)
D1 − D2

(ln N)d
converges to 0 in probability as N → ∞.

To this end fix a small ε̃ > 0 and let

Ỹ(q1, . . . qd)= {k ∈ Zd : |k̄j| ∈ [qj, qj + 1]},
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Q(q1, . . . qd)=
d∏

j=1

max(qj,Nγ ),

Q= {(q1, . . . , qd) ∈ Zd : min(|qj|) <Nγ ,max(|qj|) < 2N},
Ẽ = {α : ∃(q1, . . . , qd) ∈Q and k ∈ Ỹ(q1, . . . qd) : ||〈k, α〉||

≤ ε̃Q(q1, . . . qd)}.
Then

(9.2) mes(Ẽ)≤ ε̃.
On the other hand, since for k ∈ Ỹ(q1, . . . qd) we have

|Uk(ϑ,N, γ )| ≤ | cos(2π〈k, x〉 + φk,α,N)|
Q(q1, . . . qd)||〈k, α〉||

we get, repeating the arguments of Subsection 3.3, that

(9.3) ||D2 − D||L2((Td−Ẽ)×Td ) ≤ C
(ln N)d−1

√
ε̃

.

Combining (9.2) and (9.3) we obtain (9.1). Combining (9.1) with the estimates of Section 3
we obtain Proposition 9.2.

Next, Theorem B has to be modified as follows.

Proposition 9.3. — Assume ϑ ∈ X is distributed according to the normalized Lebesgue mea-

sure λ. For any ε̄ > 0, as N → ∞, the process

{(
(ln N)d

(
∏

i

k̄i

)
∥∥〈k, α〉∥∥, (N〈k, α〉 mod 2) , {k̄1u1N−γ }, . . . , {k̄dudN−γ },

{〈k, x〉})
}

k∈Z(ϑ,N,γ )

converges to a Poisson process on [− 1
ε̄
, 1
ε̄
] × (R/(2Z))× Td+1 with intensity 2d−1c1(1 − γ d)d/d!

where c1 = 1/ζ(d + 1) is the constant from Lemma 2.3.

The Poisson limit for the pair

(9.4)

{
(ln N)d

(
∏

i

k̄i

)
∥∥〈k, α〉∥∥, (N〈k, α〉 mod 2)

}
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follows from the abstract Theorem 6.2 with P = {t : tj > 0,
∑

j tj <M} replaced by Pγ =
{t : tj > γM,

∑
j tj <M}. Note that the change of variables t̄j = tj − γM transforms Pγ to

the simplex

{t̄ : t̄j > 0,
∑

j

t̄j < (1 − γ d)M}

so that Vol(Pγ )= (1 − dγ )d Vol(P). This explains the extra factor (1 − γ d)d in Theo-
rem 9.1.

The asymptotic independence of the remaining coordinates in Proposition 9.3
from the pair (9.4) is a consequence of the following modification of Propoition 5.3.

Given s ∈ N consider a sequence of s-tuples (k(1,N), . . . k(s,N)) where k(j,N) ∈ Zd . Let
k̄(j,N) be vector with components

k̄
(j,N)
p = ap,1k

(j,N)
1 + · · · + ap,dk

(j,N)
d .

Proposition 9.4. — Suppose that

(9.5) ∀j ∈ {1, . . . , s} |k̄(j,N)|>Nγ e
√

ln N,

and

(9.6) ∀j ′ 
= j ′′ ∈ {1, . . . , s}
∣∣∣ln |k̄(j′,N)| − ln |k̄(j′′,N)|

∣∣∣> e
√

ln N

Let (x, u) be distributed according to a density ρN on Td × Td such that

(9.7) ||ρN||C1 ≤ R.

Then the distribution of the s (d + 1)-tuples

({(k̄(1,N), u1N−γ )}, . . . {(k̄(1,N), udN−γ )}, {(k(1,N), x)} ,
. . .

{(k̄(d,N), u1N−γ )}, . . . {(k̄(d,N), udN−γ )}, {(k(d,N), x)})

converges to the uniform distribution on T(d+1)s as N → ∞ and the convergence is uniform with respect

to the matrix (apq) the choices of {k(j,N)}s
j=1 satisfying (9.5) and (9.6), and ρN satisfying (9.7).

The proof of Proposition 9.4 is similar to the proof of Proposition 5.3 so we omit
it.

Apart from the modifications described above the proof of Proposition 9.3 is iden-
tical to the proof of Theorem B.

Also, the derivation of Theorem 9.1 from Propositions 9.2 and 9.3 is the same as
the derivation of Theorem A from Proposition 3.1 and Theorem B.
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10. Continuous time

In this section we discuss briefly the behavior of the discrepancy function in the
case of linear flows on the torus. Given a set C we consider the continuous time discrep-
ancy function

D(v, x,C,T)=
∫ T

0
1C(St

vx)dt − TVol(C)

where St
v = x + vt.

In the case of balls, it was shown in [12] that for d ≥ 4, the continuous time discrep-
ancy function has a similar behavior as the discrete time discrepancy, namely it converges
in distribution after normalization by a factor T(d−3)/2(d−1).

Curiously, for balls in dimension d = 3, the continuous time discrepancy behaves
similarly to the discrete discrepancy of boxes and gives rise to a Cauchy distribution after
normalization by ln T. This will be proved in §10.2 below.

It was also shown in [12] that for balls in dimension d = 2 the continuous time
discrepancy converges, without any normalization, in distribution. In §10.1 we will show
that this is also the case in any dimension d ≥ 2 for the continuous time discrepancy for
boxes.

10.1. Boxes. — Let C = U(
∏

j(0, uj)). We assume that the triple (U, x, v) is dis-
tributed according to a smooth density of compact support and that U ∈ SLd(R) is such
that ||U − I|| ≤ η where η is sufficiently small.

Theorem 10.1. — As T → ∞, D(v, x,C,T) converges in distribution.

Proof. — We have

D(v, x,C,T)= 4d
∑

k

⎡

⎣
∏

j

(
sin

(
2π k̄juj

)

k̄j

)⎤

⎦

× sin(π〈k, vT〉)
π〈k, v〉 cos(2π〈k, x〉 + φk,T,v).

where k̄j is given by (3.1). We claim that for almost all U, v there exist a constant C(U, v)
such that

||D(v, x,C,T)||L2
x
≤ C(U, v)

and moreover for each ε there exists N = N(U, v) such that
∥∥∥∥∥∥

∑

|k|>N

⎡

⎣
∏

j

(
sin

(
2π k̄juj

)

k̄j

)⎤

⎦ sin(π〈k, vT〉)
π〈k, v〉 cos(2π〈k, x〉 + φk,T,v)

∥∥∥∥∥∥
L2

x

≤ ε.
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To this end it suffices to demonstrate that for almost every (U, v)

∑

k

⎛

⎝

⎛

⎝
∏

j

k̄j

⎞

⎠ 〈k, v〉
⎞

⎠
−2

<∞.

Since det(U) 
= 0 there exists δ(U) such that for each k there is l ∈ {1 . . . d} such that
|k̄l|> δ|k|. Accordingly it suffices to check that for each l

∑

k

�k(U, v) <∞ where �k(U, v)=
⎛

⎝

⎛

⎝
∏

j 
=l

k̄j

⎞

⎠ 〈k, v〉|k|
⎞

⎠
−2

.

All sums have the same form so we consider the case l = d . Given numbers s1, . . . sd−1, sd

and ε > 0 denote �(k, s1 . . . sd)=
{(U, v) : |k̄j| ∈ [|k|sj , |k|sj+ε] for j = 1, . . . , d − 1 and

|〈k, v〉| ∈ [|k|sd , |k|sd+ε]}.
Then

P(�(k, s1 . . . sd))� |k|s+dε−d

where s =∑d

j=1 sj . We draw two conclusions from this estimate. First, for almost all (U, v)
we have

∣∣∣∣∣∣

⎛

⎝
d−1∏

j=1

k̄j

⎞

⎠ 〈k, v〉
∣∣∣∣∣∣
> |k|−2dε

provided that |k| is sufficiently large.
Second, for s ≥ −2dε we have

E(1�(k,s1...sd )(U, v)�k(U, v))≤ C|k|dε−[(d+2)+s].

Hence

E

(
∑

k

1�(k,s1...sd )(U, v)�k(U, v)

)
<∞.

Summing over all d-tuples (s1 . . . sd) ∈ (εZ)d such that

sj ≤ 1, s =
d∑

j=1

sj >−2dε

we get E
(∑

k �k(U, v)
)
<∞ proving our claim.
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The claim implies that for large N the distribution of D(v, x,C,T) is close to the
distribution of

D−
N(v, x,C,T)

= 4d
∑

|k|≤N

∏

j

(
sin

(
2π k̄juj

)

k̄j

)
sin(π〈k, vT〉
π〈k, v〉 cos(2π〈k, x〉 + φk,T,v).

Hence it remains to prove that D−
N(v, x,C,T) converges in distribution as T → ∞. This

convergence follows easily from the fact that as T → ∞ {vT} becomes uniformly dis-
tributed on (R/2Z)d . �

A similar argument shows that randomness in C is not necessary. Namely, we have
the following result.

Theorem 10.2. — Let C =∏
j(0, uj). Suppose that the pair (x, v) has a smooth distribution

of compact support. Then D(v, x,C,T) converges in distribution as T → ∞.

The proof of Theorem 10.2 is similar to the proof of Theorem 10.1 with the addi-
tional simplifications since now |k̄j| ≥ 1 and so only 〈k, v〉 may possibly be small. There-
fore we leave the proof to the reader.

10.2. Balls. — In this section, C is assumed to be a ball of radius r in T3. We sup-
pose that v is chosen according to a smooth density p whose support is compact and does
not contain the origin, r is uniformly distributed on some segment [a, b], x is uniformly
distributed on T3 and v, r and x are independent.

Theorem 10.3. — There exists a constant ρ̃ such that D(v,x,B(0,r),T)
ρ̃r ln T converges as T → ∞ to

the standard Cauchy distribution.

Proof. — The proof is similar to the proof of Theorem A so we just outline the
main steps. We have

D(v, x,B(0, r),T)=
∑

k∈Z3

fk(r, v, x,T)=
∑

k∈Z3,k prime

gk

where fk = ck
cos[2π〈k,x〉+π〈k,Tv〉] sin(π〈k,Tv〉)

π〈k,v〉 , gk =∑∞
p=1 fkp and

ck ∼ r

π |k|2 sin(2π r|k|).
Similarly to Section 3 (see also [12, Section 3 and §6.4]) we show that the main contribu-
tion to the discrepancy comes from the harmonics where

ε

ln T
< |〈k, v〉||k|2 < 1

ε ln T
and |k|<T.



DEVIATIONS OF ERGODIC SUMS 345

Therefore the key step in proving Theorem 10.3 is the following.

Proposition 10.4. — The point process

{|k|2〈k, v〉 ln T, 〈k,Tv〉 mod 2, {〈k, x〉}, {r|k|}}|k|≤T,εk2|〈k,v〉| ln T<1,k prime

converges as T → ∞ to a Poisson process on [− 1
ε
, 1
ε
] × (R/2Z)× (R/Z)2 with constant intensity.

The proof of Proposition 10.4 is similar to the proof of Theorem B and consists of
the following steps.

(a) We prove the Poisson limit for {|k|2〈k, v〉 ln T} using the argument of Section
8. We first normalize one of the coordinates, say v3, of the vector v to 1, which reduces
the study of the Poisson limit for {|k|2〈k, v〉 ln T} to the study of the visits to the cusp in
M= SL3(R)/SL3(Z) of gt� with

gt =
⎛

⎝
et 0 0
0 et 0
0 0 e−2t

⎞

⎠ and �(v1, v2)=
⎛

⎝
1 0 0
0 1 0
v1 v2 1

⎞

⎠ .

More precisely, the relevant neighborhood in the cusp is defined via the function

f (x, y, z)= 1I(x
2 + y2)1K((x

2 + y2)z)

where I = [1, e), K = [− 1
ε̄ ln T ,

1
ε̄ ln T ]. We then define �(L)= S(f ).

The Poisson limit of {|k|2〈k, v〉 ln T} is obtained from a Poisson limit for

{�(gt�)}t∈[0,ln T],.

In this setting, the manifold determined by �(v1, v2) consists of the full strong unstable
foliation of gt and there is no need for extra parameters to establish the Poisson limit.

(b) We prove that 〈k,Tv〉 mod 2 is asymptotically independent of |k|2〈k, v〉 ln T
using the fact that their values are determined at different scales (cf. proof of (h7) in
Section 8).

(c) We show that 〈k, x〉 and {r|k|} are independent of the previous data using the
superlacunarity of the sequence of small denominators (cf. Proposition 5.3). �
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Appendix A: Norms

A.1 Preliminaries

It is well known that the fluctuation of ergodic integrals depends strongly on the regularity
properties of the observables. To gauge such regularity we will need several norms on the
space of lattices.

Let Cs(Md+1) denote the space of smooth functions on Md+1. Let

U1,U2, . . . ,U(d+1)2−1

be a basis in the space of left invariant vectorfields on Md+1. We let

||�||Cs = max
0≤k≤s

max
i1,i2...ik

max
L∈Md+1

∣∣∣∂Ui1
∂Ui2

. . . ∂Uik
�(L)

∣∣∣ .

Let Hs denote the Sobolev space of index s. It is equipped with the norm

||�||2s =
∑

0≤k≤s

∑

i1,i2...ik

∫ ∣∣∣∂Ui1
∂Ui2

. . . ∂Uik
�(L)

∣∣∣
2

dμ(L).

Let a(L) denote the length of the shortest nonzero vector in L.

Lemma A.1. — For each s there are constants C1, C2 such that for each δ ≤ 1 there is a

function h1,δ :M→ R such that

• 0 ≤ h1,δ ≤ 1,

• h1,δ(L)= 1 if a(L)≤ δ,
• h1,δ(L)= 0 if a(L)≥ C1δ,

• ||h1,δ||Cs(M) ≤ C2.

Proof. — This lemma is a special case of [29, §4.2]. For completeness, we repro-
duce the formula from [29]. Let ϒ be a nonnegative function on SLd+1(R) with integral
one supported on the set

||g||2 ≤ C1, ||g||−2 ≤ C1.

Then one can set

h1,δ(L)=
∫

SLd+1(R)
ϒ(g) 1a(gL)≤C1δ dμ(g). �
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We also need a space Hs,r of functions on Md+1 which can be well approximated
by Hs functions (see Definition 7.1). Similar norms can be introduced on the Euclidean
space Rd+1. We note the following inequalities for �,� ∈ Cs(Md+1)

||�||s ≤ C3||�||Cs,(A.1)

|||��||s ≤ C4||�||Cs ||�||s(A.2)

where the constants C3 and C4 depend on s. Accordingly if � ∈ Cs(Md+1) is positive
and � ∈ Hs,r we get

(A.3) |||��||s,r ≤ C5||�||Cs ||�||s,r
(In fact, (A.3) holds for arbitrary smooth � since � can be represented as a difference of
two smooth positive functions, but we will only need (A.3) for positive � .)

We also need a space Cs,r(Rd+1) which is defined similarly to Hs,r.
Namely, given s,r ≥ 0, we say that a function f : Rd+1 → R is in Cs,r with

||f ||Cs,r = K if given 0< ε ≤ 1 there are Cs-functions f − ≤ f ≤ f + such that

||f + − f −||L1(Rd+1) ≤ ε and ||f ±||Cs(Rd+1) ≤ Kε−r.

Lemma A.2. — For each integer s and each R there is a constant C = C(R,s) such that:

(a) If f is a Cs(Rd+1) function supported in the ball of radius R about the origin then

(A.4) ||S(f )||Hs(Md+1) ≤ C||f ||Cs(Rd+1).

and if f is a Cs,r(Rd+1) function supported in the ball of radius R about the origin then

(A.5) ||S(f )||Hs,r(Md+1) ≤ C||f ||Cs,r(Rd+1);
(b) Let h2,δ = 1 − h1,δ where h1,δ is a function from Lemma A.1. Let f be a Cs(Rd+1) function

supported in the ball of radius R about the origin. Then

||S(f )h2,δ||Cs(Md+1) ≤ C||f ||Cs(Rd+1) δ
−(d+1).

Proof. — Given a left invariant vectorfield U on SLd+1(R) let Ū be the correspond-
ing left invariant vectorfield on Rd+1. That is

(∂Ūf )(x)= d

dt

∣∣
t=0

f (g(t)x)

where g(t) is a one parameter subgroup of SLd+1(R) such that g′(0)= U.
Since ∂US(f )= S(∂Ūf ), (A.4) follows from Lemma 2.3(c).
(A.5) follows from (A.4) since f − ≤ f ≤ f + implies

S(f −)≤ S(f )≤ S(f +).
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Next
∣∣S(f )(L)h2,δ(L)

∣∣≤ 1a(L)≥δ
∑

v∈L, prime

|f (v)|.

However if the shortest vector in L is longer than δ there are at most O(δ−(d+1)) terms
contributing to this sum. Accordingly

||S(f )h2,δ||C0(Md+1) ≤ C||f ||C0(Rd+1) δ
−(d+1).

The higher derivatives are estimated similarly. �

A.2 Proof of results of Section 8.3

Proof of Lemma 8.2. — (a) Let φ be a C∞ function such that φ(z) = 1 for z ≤ 0,
φ(z)= 0 for z ≥ 1 and 0 ≤ φ(z)≤ 1 for 0 ≤ z ≤ 1. Given an interval K = [k1, k2] let

φ+
K,ε(z)=

1
2

[
φ

(
z − k2

ε

)
− φ

(
z − k1 + ε

ε

)]
,

φ−
K,ε(z)=

1
2

[
φ

(
z − k2 + ε

ε

)
− φ

(
z − k1

ε

)]
.

Consider the following functions on Rd+1

f ±
ε (x, z)= φ±

I,ε(x1)

⎛

⎝
d∏

j=2

φ±
J,ε(xj)

⎞

⎠φ±
KM,ε

(�(v)),

where KM = [− 1
ε̄M2 ,

1
ε̄M2 ], and define as in (5.5) the Siegel transforms �±

ε of f ±
ε instead

of

f = 1I(x1)

⎛

⎝
d∏

j=2

1J(xj)

⎞

⎠1KM(�(v)).

Since f −
ε ≤ f ≤ f +

ε we conclude that ||f ||Cs,s(R3) = O(1). Now (A.5) shows that ||�||s,s =
O(1). The norms of �̂, �p and �̂p are estimated similarly.

Part (b) follows from part (a) and (A.3).
Next, (8.7) shows that

(�−
ε )

2 −�−
ε ≤�2 −�≤ (�+

ε )
2 −�+

ε .

Thus

h2,δ

[
(�−

ε )
2 −�−

ε

]≤ h2,δ

[
�2 −�]≤ h2,δ

[
(�+

ε )
2 −�+

ε

]
.
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We have

μ
(
h2,δ

([
(�+

ε )
2 −�+

ε

]− [
(�−

ε )
2 −�−

ε

]))

≤ μ ([(�+
ε )

2 −�+
ε

]− [
(�−

ε )
2 −�−

ε

])=O(ε).

where the last step relies on Lemma 2.3(c).
Next, similarly to the proof of Lemma A.2 (b) we get

||((�±
ε )

2 −�±
ε )h2,δ||s,s =O

(
δ−2(d+1)

)

proving part (c).
Part (d) follows directly from Lemma 2.3(d).
To prove part (e) we note that

μ(�h1,δ)≤
√
μ(�2)μ(h2

1,δ)≤ C
√
μ(h2

1,δ)≤ C̄δ(d+1)/2

where the estimate of μ(�2) follows from Lemma 2.3(c) and the estimate of μ(h2
1,δ)

follows from the fact that

h1,δ ≤ S(1x2+z2≤(C1δ)2)

and Lemma 2.3(c).
Finally part (f) follows from Proposition 8.1(b) since h2,δ ≤ 1. �

Appendix B: Independence

Proof of Sublemma 6.11. — We start with (6.6). Observe that

E(E(Vj+1|Fj))= E(Vj+1)=O
(

ln M
M

)

where the last step comes directly from (h3) and the fact that there is O(M2d−1 ln M)
terms in Vj+1. Let

(B.1) E′
j =

{
ω ∈ E : E(Vj+1|Fj)(ω)≤ 1√

M

}
.

Then P(E′ c
j )=O(ln M/

√
M) by Markov inequality while (6.6) holds for ω ∈ E′

j .
We turn now to (6.7). Let t, t̄ ∈�j+1 such that λ1(t̄)≥ λ1(t)+ 3R ln M.
Let now t̂ be such that

(B.2) λ1(t̄)− R ln M ≥ λ1(t̂)≥ λ1(t)+ R ln M.
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Recall that t̃ is such that

min
t∈�j+1

λ1(t)− R ln M ≥ λ1(t̃)≥ max
t∈�j

λ1(t)+ R ln M.

and that Fj =Ft̃. We let Fj(ω) := Ft̃(ω). We then consider the partition F̃t = Ft ∧ Fj and
let F̃t denote the σ -algebra generated by F̃t.

The idea in addressing (6.7) is essentially the following:

E(ηtηt̄|Fj)
by (h6)∼ E

(
E(ηtηt̄|F̃t̂)|Fj

)
by (h5)∼ E

(
ηtE(ηt̄|F̃t̂)|Fj

)

by (h4)∼ cm(X)
Md

E(ηt|Fj)
by (h4)∼ cm(X)

Md

cm(X)
Md

.

The fact that (h4)–(h6) only hold outside of some exceptional set, makes the argu-
ment above incomplete and we now complete it. Due to (h6), we have that Ft̂(ω)⊂ Fj(ω)

for ω ∈ E. Hence, for ω ∈ E we have

E(ηtηt̄|Fj)= E
(

E
(
ηt|F̃t̂

)
ηt̄|Fj

)
+R1(t, t̄)

= E
(

E
(
ηt|F̃t̂

)
E
(
ηt̄|F̃t̂

)
|Fj

)
+R1

= E
(

E
(
ηt|F̃t̂

)
E (ηt̄|Ft̂) |Fj

)
+R1 +R2

= E
(
ηtE (ηt̄|Ft̂) |Fj

)+R1 +R2 +R3

= E
(
ηt1EE (ηt̄|Ft̂) |Fj

)+R1 +R2 +R3 +R4

≤ C
Md

E
(
ηt|Fj

)+R1 +R2 +R3 +R4

≤ C
M2d

+R1 +R2 +R3 +R4

where the inequalities follow from (h4c) and for i = 1, . . . ,4, Ri =Ri(t, t̄) are given by

R1 = E
([
ηt − E

(
ηt|F̃t̂

)]
ηt̄

∣∣∣Fj

)
,

R2 = E
(

E
(
ηt

∣∣∣F̃t̂

)[
E
(
ηt̄

∣∣∣F̃t̂

)
− E (ηt̄|Ft̂)

] ∣∣∣Fj

)
,

R3 = E
([

E
(
ηt

∣∣∣Ft̂

)
− ηt

]
E (ηt̄|Ft̂) |Fj

)
,

R4 = E
(
ηtE (ηt̄|Ft̂) |Fj

)− E
(
ηt1EE (ηt̄|Ft̂)

∣∣∣Fj

)
.

Note that Rl are Fj measurable for l ∈ {1 . . .4}. We claim that all of them have L1 norm
of order O

(
M−100d

)
. Indeed, first,

E (|R4|)≤ P(Ec)=O
(
M−100d

)
.
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Next

E (|R1|)≤ E
(∣∣∣ηt − E

(
ηt|F̃t̂

)∣∣∣
)

= E
(∣∣∣ηt − E

(
ηt|F̃t̂

)∣∣∣1E

)
+O

(
M−100d

)=O
(
M−100d

)

since on E, F̃t̂(ω)= Ft̂(ω) due to (h6) and hence E
(
ηt|F̃t̂

)
= E (ηt|Ft̂)= ηt due to (h5).

E (|R3|) and E (|R2|) are estimated similarly.
Let now

E′′
j = {ω ∈ E : ∀t, t̄ ∈�j+1 and t̂ as in (B.2) ∀l ∈ {1 . . .4}

|Rl(t, t̄)| ≤ M−2d}.
Then by Markov inequality P((E′′

j )
c)=O

(
M−90d

)
and (6.7) holds for ω ∈ E′′

j .
Letting Ej = E′

j ∩ E′′
j where E′

j is given by (B.1), we finish the proof of Sub-
lemma 6.11. �
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